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Introduction

The Standard Model of �eld and particles is the theory that provides the

best description of the known phenomenology of the particle physics up to

now.

Data collected in the last years, mainly by the experiments at the big parti-

cle accelerators (SPS, LEP, TEVATRON, HERA, SLAC), allowed to test the

agreement between measurements and theoretical calculations with a precision

of 10−3 ÷ 10−4.

The Standard Model is a Quantum Field Theory based on the gauge sym-

metry group SU(3)C × SU(2)L × U(1)Y , with spontaneous symmetry break-

ing. This gauge group includes the color symmetry group of the strong in-

teraction, SU(3)C , and the symmetry group of the electroweak interactions,

SU(2)L × U(1)Y . The formulation of the Standard Model as a gauge theory

guarantees its renormalizability, but forbids explicit mass terms for fermions

and gauge bosons. The masses of the particles are generated in a gauge-

invariant way by the Higgs Mechanism via a spontaneous breaking of the elec-

troweak symmetry. This mechanism also implies the presence of a massive

scalar particle in the mass spectrum of the theory, the Higgs boson. This par-

ticle is the only one, among the basic elements for the minimal formulation

of the Standard Model, to have not been con�rmed by the experiments yet.
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For this reason in the last years the scienti�c community has been focusing an

increasing fraction of its e�orts on the search of the Higgs boson.

The mass of the Higgs boson is a free parameter of the Standard Model,

but the unitarity of the theory requires values not higher than 1 TeV and

the LEP experiments excluded values smaller than 115 GeV. To explore this

range of masses is under construction at CERN the Large Hadron Collider

(LHC), a proton-proton collider with a center of mass energy of 14 TeV and a

1034cm−2s−1 peak luminosity. According to the present schedule, this machine

will start to provide collisions for the experiments at the end of 2008. In the

meanwhile the only running accelerator able to provide collisions suitable for

the search of the Higgs boson is the Tevatron at Fermilab, a proton-antiproton

collider with a center of mass energy of 1.96 TeV working at 3 · 1032cm−2s−1

peak luminosity. These features make the Tevatron able for the direct search

of the Higgs boson in the 115-200 GeV mass range. Since the coupling of the

Higgs boson is proportional to the masses of the particles involved, the decay

in bb has the largest branching ratio for Higgs mass < 135 GeV and thus the

events Z/W + bb are the main background to the Higgs signal in the most

range favored by Standard Model �ts.

In this thesis a new technique to identify Heavy Flavour quarks inside

high− PT jets is applied to events with a reconstructed Z boson to provide a

measurement of the Z+b and Z+c inclusive cross sections. The study of these

channels represent also a test of QCD in high transferred momentum regime,

and can provide information on proton pdf.

This new Heavy Flavour identi�cation technique (tagger) provides an in-

creased statistical separation between b, c and light �avours, using a new

vertexing algorithm and a chain of arti�cial Neural Networks to exploit as

much information as possible in each event.

For this work I collaborated with the Università di Roma �La Sapienza�

group working in the CDF II experiment at Tevatron, that has at �rst devel-

oped this tagger.

After a brief theoretical introduction (chapter 1) and a description of the
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experimental apparatus (chapter 2), the tagger itself and its calibration proce-

dure are described in chapter 3 and 4. The chapter 5 is dedicated to the event

selection and the chapter 6 contains the results of the measurement and the

study of the systematic errors.





Chapter 1

Theoretical review

1.1 Z boson production at hadron colliders

At a hadron collider, like the Tevatron at Fermilab, the Z boson is produced

in high energy p − p̄ collisions. Like all hadrons, p and p̄ are bound states of

quark and gluons (partons), glued together by the strong interaction. The part

of the Standard Model that describes the dynamics of the elementary particles

subjected to the strong interaction is called Quantum CromoDynamics.

At the typical energy scale of the hadron colliders, the interaction processes

are described by perturbative QCD. However, in order to predict cross sections

for such processes the structure of colliding hadrons has to be described in

terms of partons.

The parton model relies on the assumption that the low energy dynamics

responsible for the parton con�nement inside the hadron decouples from the

high energy interactions the parton undergoes with any external probe. The

time scale of the gluon exchange inside the hadron is in fact of the order of 1/mh

(where mh is the hadron mass), thus any external probe, hitting the hadron

with Q2 >> mh, (where Q is the momentum exchanged in the interaction) will

interact with one parton as if it were a free particle. The speci�c state of such

a parton cannot be predicted by perturbative QCD, but, using for instance

virtual photons, it is possible to measure the parton distribution functions

(pdf ) f(xa, Q
2) which represent the probability to �nd inside the hadron, in
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Figure 1.1: CTEQ6 parton distribution functions for Q = 2 GeV (left panel)

and Q = 100 GeV (right panel).

an interaction with Q exchanged momentum, a parton of a kind, carrying a

fraction of the hadron momentum in the [x, x + δx] range. The pdf can be

used to perform predictions for the interactions of the hadron with any probe.

The last version of pdf provided by the CTEQ collaboration [4] is shown in

�gure 1.1.

Because of the parton structure of the hadrons, a mono-energetic proton

beam can be considered as a beam of partons, each of them carrying a variable

fraction of the original hadron. The p− p̄ interaction can then be interpreted

as a hard interaction between two partons, as sketched in �gure 1.2. The real

center of mass energy (
√
ŝ) of the interaction between two partons is lower

with respect to the one of the p− p̄ collision (
√
s):

√
ŝ =

√
xaxbs (1.1)

where xa and xb are the proton momentum fractions carried by the two inter-

acting partons.

The cross section of a generic process in a p− p̄ interaction can be expressed
in terms of its parton cross section σ̂ab :

σ =
∑
a,b

∫
dxadxbf(xa)f(xb)σ̂ab(

√
ŝ) (1.2)
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Figure 1.2: Schematic representation of a parton interaction in a p−p̄ collision.
.

Figure 1.3: Production cross section predicted for hard scattering processes as

a function of the center of mass energy for hadron colliders (pp and pp̄).
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Decay mode Partial width [MeV ] Branching ratio[%]

e+e− 83.984± 0.086 3.3658± 0.0034

µ+µ− 84.06± 0.25 3.369± 0.010

τ+τ− 84.14± 0.28 3.372± 0.012

invisible 499.0± 1.5 19.998± 0.018

hadrons 1744.4± 2.0 69.91± 0.10

Table 1.1: Measured partial widths and branching ratios for the Z boson.

where the sum is over the �avours, and f(xq) represents the probability to �nd

a q quark with a fraction x of the momentum of the parent parton.

The parton cross section for a process qq̄ → Z can be readily calculated in

the Glashow-Weinberg-Salam model ([1], [2], [3]):

σ̂qq̄→Z =
π

3

√
2GFM

2
Z(V 2

q + A2
q)δ(ŝ−M2

Z) (1.3)

The partons not involved in the hard scattering interaction have small

transverse momentum (PT ) and hence are distributed at small angles with

respect to the beam line. In �gure 1.3 the production cross section predicted

for hard scattering processes in hadron collisions is reported.

1.1.1 Z boson decay

At the leading order in electroweak perturbation theory the partial widths

of the Z boson in a couple of fermions (ff̄) are given in the Standard Model

by

Γ(Z → ff̄) = N
GFM

3
Z

6
√

2π
(V 2

f + A2
f ). (1.4)

The measured values of the partial widths of the Z boson are reported in

table 1.1, together with the corresponding branching ratios. Although for the

Z boson the hadron decay modes are enhanced with respect to the leptonic

modes, at hadron colliders there is a very serious background from normal

QCD two-jet production. On the other hand, the electron and muon decay

channels present a clear experimental signature and are then used to select
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Figure 1.4: Branching ratios for the main decays of the SM Higgs boson [10].

pure samples of Z bosons with very low background. The inclusive production

cross section of the Z boson, measured by the CDF collaboration in its lepton

decay [5] is σmeas(Z,Z → l+l−) = 254.9±3.3(stat.)±4.6(sys.)±15.2(lum.)pb.

The prediction for inclusive Z boson production at the Tevatron energy

have been computed at the NNLO and are rather precise (see for example [6],

[7], [8], [9]):

σ(pp̄→ Z) · BR(Z → l+l−) = 251.3± 5.0pb

with uncertainty dominated by the uncertainties in the pdf set used, and agrees

pretty well wih the above mentioned experimental result.

1.2 Associated production of a Z boson and Heavy

Flavours

Vector bosons are usually produced at colliders together with very soft

QCD radiation, hence they are produced with small transverse momentum

with respect to beam axis. In this region non-perturbative QCD dominates

and theoretical calculations are virtually impossible. On the other hand when
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W/Z recoil on high transverse momentum partons (quarks or gluons) pertur-

bative QCD is helpful and detailed calculation up to NLO order are possible for

the emission of up to two energetic partons recoiling against W or Z bosons.

The experimental study ofW/Z boson in association with one or more high-pt

jets o�ers an interesting benchmark on perturbative QCD theoretical calcula-

tions. W/Z + jets production is also an important background for top, Higgs

and beyond-the-standar-model searches. Verifying the prediction of theoreti-

cal calculation and related Monte Carlo generators on the kinematics of this

process is so important also from an experimental view point.

In particular the processes of associated production of vector bosons and

heavy quarks (b or c) has received a special attention.

From an experimental point of view the Z + bb̄ process represents the

main irreducible background to the Standard Model Higgs boson produced

in association with a Z boson, for low mass Higgs (MH < 135 GeV/c2), since

the the bb̄ decay channel has the highest branching ratio in this region, as

shown in �gure 1.4.

In addition the production of a Z boson plus two jets with at least one

heavy-quark jet is also a background to the production of a Higgs boson in

association with one or more b jets, which is a discovery mode for a supersym-

metric Higgs boson at large values of tan β1 (see for example [11], [12]).

From a theoretical point of view this process can provide important infor-

mations on the parton distribution functions (pdf ) of the Heavy Flavours inside

the proton. In fact as it is apparent from the leading order (LO) diagrams for

the associated production of a Z boson and a heavy quark (b or c), shown in

�gure 1.5, the Z + b process can be thought as occurring via excitation of a b

quark from the quark-antiquark sea inside the proton. The cross section of this

process hence depends on the amount of bb̄ in the proton pdf. This is a rather

unconstrained part of the proton pdf 's and is usually derived perturbatively

from the gluon pdf assuming a known gluon to b-quark splitting function. A

1The minimal supersymmetric standard model requires two Higgs doublets; the ratio of

their vacuum expectation values is tanβ ≡ v2/v1.
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precise measurement of di�erential cross sections of Z + hf processes can lead

to a signi�cantly reduced uncertainty in this pdf. It is worth mentioning here

that the knowledge of the b− quark pdf can signi�cantly a�ect the cross sec-

tion prediction for several important processes related to Higgs search at LHC,

especially for SUSY at high tan β where coupling of Higgses to b− quarks are
enhanced.

Recent improvements in the calculation techniques ([13], [14] [15]) provide

the next-to-leading order (NLO) calculation of the production cross sections

for Z + hf or H + hf processes. By implementing the NLO calculation in the

MCFM (Monte Carlo for FeMtobarn) simulator, Campbell, Ellis, Maltoni and

Willenbrock [15] have evaluated the production cross sections for the Z + hf

process, according to the following prescriptions:

-
√
s = 1.96 TeV;

- jet transverse momentum PT > 15 GeV/c;

- jet pseudorapidity |η| < 2;

- two �nal state partons are merged in a single jet if ∆R(1, 2) < 0.7.

The obtained results are reported in table 1.2.

In the present work a study of the experimental measurement of the pro-

duction cross section for events of associated production of a Z boson and at

least one heavy quark is presented.

1.3 Jet physics

A peculiar feature of the strong interaction is the shape of the poten-

tial energy between quarks and antiquarks, which increases with separation:

V (r) ∼ λr. This so-called �infrared slavery� is responsible for the total con-

�nement of quarks in colorless hadrons. For this reason the partons emerg-

ing from a hard scattering interaction will generate, through a process called

hadronization, a bunch of hadrons (mesons and/or baryons), collimated around

the original parton direction. These jets of particles are the only measurable
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Figure 1.5: Leading order diagrams for the Z + hf production.

Table 1.2: Production cross section of the associated production of a Z boson

and hadronic jets, divided according to the �avour of the parton produced

and to the experimental signature: ZQ = Z and exactly one heavy-quark jet;

Z(QQ̄) = Z and exactly one jet containing two heavy quark; ZQj = Z and

two jet, only one containing a heavy quark; ZQQ̄ = Z and two jets, both

containing a heavy quark; Zj = Z and a jet not containing a heavy quark;

Zjj = Z and two jets both not containing a heavy quark. In parenthesis the

leading order is reported.
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objects which provide information on the parent parton originating from the

hard scattering.

In order to extract information on the dynamics of the event and make com-

parison between experimental data and theoretical predictions, a quantitative

jet reconstruction algorithm has to be de�ned [16].

A jet algorithm should satisfy some basic requirements. It should be simple

to be applied in the experimental framework and it has to be infrared safe. The

latter property is to regularize the divergent contributions which arise in the

perturbative calculation of cross sections. In this attempt the divergent soft

and collinear radiation, whose contribution cancel out with the virtual e�ects,

has to be treated as not resolvable, and its energy summed with the parent

parton energy. From the experimental point of view, this minimal parton

resolution is represented by the calorimeter cell segmentation; two particles

hitting the same cell are treated as if they were a single object. Jet algorithms

should also be stable, and able to treat soft energy radiation generated during

the parton shower, without a�ecting the macroscopic properties of jets.

In the present analysis the jets are reconstructed using the cone algorithm,

which is brie�y described in section 1.3.1.

1.3.1 The cone algorithm

The cone algorithm relies on the assumption that particles close in space

are originated from the same parton [16]. Particles which lie in a circle of

given radius R in η − φ space are merged together. The procedure starts

constructing a cluster of particles around a trial centroid (seed); subsequently

the energy-weighted center of the jet cone is calculated, and a new cluster is

built around the new centroid. This procedure is iterated until the stability

of the jet con�guration is reached. The particles are speci�ed by massless
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Figure 1.6: An illustration of infrared sensitivity in cone jet clustering. In this

example, jet clustering begins around seed particles (left panel), shown here

as arrows with length proportional to energy. The presence of soft radiation

between two jets (right panel) may cause a merging of the jets that would not

occur in the absence of the soft radiation.

four-vectors with directions (η, φ), the jet four-vector is then de�ned by:

Ejet
T =

∑
p

Ep
T (1.5)

ηjet =
1

Ejet
T

∑
p

Ep
Tη

p (1.6)

φjet =
1

Ejet
T

∑
p

Ep
Tφ

p (1.7)

A schematic example of the clustering evolution according to the cone al-

gorithm is reported in �gure 1.6.

1.4 Monte Carlo generators

The Z + jet cross section calculation involves many subprocess contribu-

tions and depends on the jet de�nition. Beside the complexity of the parton

level cross section, the �nal result is a�ected by the algorithm used to develop

the parton shower, the hadronization and the jet clustering. Several Matrix

Element (ME) programs are today available to generate pp̄→ Z+ jets events.

These generators, based on a full ME calculation at some given perturbation
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order in the coupling constants, properly describe the hard, large-angle emis-

sion of partons. This capability is crucial to have a precise kinematic picture

of the process under study. To have a full event description in terms of physi-

cal particles, one should evolve the generated partons up to the fragmentation

scale at which the hadronization process take place. This stage of the evolu-

tion of an event is performed by the Parton Shower (PS) programs, that, in

the so-called soft and collinear approximation, describe the physical evolution

of a parton between the hard energy scale (the one used in the ME calcula-

tion) and the fragmentation scale. During this evolution the hard parton loses

energy by radiating quarks and gluons until fragmentation takes over. After

hadronization (and decay of unstable particles) the full event picture is repre-

sented by jets of particles close to the initial parton directions. These particles

are then merged into physical jets using a jet clustering algorithm. To address

a complete and e�cient Monte Carlo event generation several e�ects have to

be taken into account. Beside the parameter tuning and the choice of inputs,

there are conceptual problems arising from the combination of ME and PS

programs. Since both the ME and PS approaches deal with parton radiation,

in some circumstances some �nal topologies, de�ned by the jet multiplicity,

may receive contribution from the hard process as well as from the shower

evolution which gives rise to double counting problems.

In fact, after the parton shower, the fragmentation process takes over and

the �nal state will appear as bunches of hadrons near the original parton

directions. The number of jets generated following these steps is however not

in one to one correspondence with the number of partons produced with the

ME calculation. The parton shower may change the jet multiplicity generating

new jets from initial and �nal state radiation, or smear the initial parton energy

such that it is not any more reconstructed as a jet.

The way in which all the ME programs are interfaced with all the PS

programs in hadronic interaction at the moment does not give a de�nite pre-

scription about how to divide the available phase space into two regions, one

covered by the ME calculation and the other by the PS algorithm, and so
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double counting problems might arise as a natural consequence.

In fact, even if some parton con�gurations might not pass the reconstruc-

tion cuts at particle level, they could still give rise to hadron �nal states sur-

viving after �nal jet cuts. The shower evolution, the presence of underlying

events and the detector simulation could in fact slightly change the kinematic

of the event. As an example can be considered a con�guration in which two

partons are close enough to be reconstructed as a unique jet, and a gluon ra-

diated by the PS is hard enough to be reconstructed as a jet. This topology is

exactly what is to be avoided: the hard large-angle emission should be covered

by the ME by evaluating properly all the interferences and the angular corre-

lations. Naively speaking, one might think that these topologies occur with a

low frequency roughly proportional to an extra power of αS due to the addi-

tional gluon leg. Nevertheless there are con�gurations, like the collinear one, in

which the ME is sensitive to some divergences due to the leading order nature

of this calculation. The occurrence of this con�gurations is then enhanced by

some large unphysical weight, that combined with the low probability to emit

an extra parton, may give rise to a non-negligible contribution distorting the

total cross section as well as the distributions. This e�ect is clearly visible in

the sensitivity of the �nal cross section to the parton level cuts: the closer one

is to the divergent regions, the bigger is the jet cross section.

1.4.1 Alpgen

The ALPGEN Monte Carlo program [17] bases the ME calculation on the

Alpha algorithm [18]. The Alpha code returns to the main program the value

of the ME including all the e�ects coming from spin and color correlation as

well as mass e�ects. Due to the complexity of the multi-parton �nal state

processes the integration over the phase space is done numerically in a Monte

Carlo fashion. The problem that the behavior of the cross section on the

available phase space is not known a priori, results in a quite large event

generation ine�ciency which limits the speed of the calculation.

The calculation of the cross section proceeds through the following steps:
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• The hard process is set up, de�ning the parton multiplicity and the

kinematic limits on the phase space.

• A �rst set of phase space integration cycles is performed in an attempt

to parametrize how the cross section is distributed in phase space and

among the possible subprocesses. On an event by event basis, the fol-

lowing steps take place:

� a subprocess is randomly selected;

� according to the kinematic cuts a point in the phase space is ran-

domly selected;

� the initial state parton luminosity is evaluated and a �avour con�g-

uration is selected;

� spin and color for each parton are randomly assigned;

� the matrix element is evaluated, which, including the phase space

and the luminosity factor, determines the weight of the event.

• This procedure is iterated for a few cycles until a stable map of the cross

section distribution over the phase space is obtained. At each step the

event generation is weighted using the map calculated in the previous

iteration.

• After the selected number of iteration is completed a �nal long-statistic

run is performed using the optimized phase space grid obtained in the

warm-up cycles.

The cross section is obtained by summing over all the weights generated.

Moreover, thanks to the Monte Carlo nature of the calculation, the output also

contain the list of event generated with the respective kinematic characteriza-

tion. In order to have a sample of events with the same relative weight suitable

for further studies, events can be unweighted at the end of the generation. The

unweighting procedure simply means that events are kept or rejected according

to their probability to be generated. This probability is de�ned by the ratio of

the weight of each event and the maximum weight found in the event sample.
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In order to allow parton shower evolution of these events, each event is

assigned a particular color con�guration [19].

After the ME unwheigting, events are processed by parton shower Monte

Carlo (like Pythia [20] or Herwig [21]), evolving partons from the hard-scattering

scale to the fragmentation scale in the parton shower approach.

The Alpgen ME calculation is combined with the parton shower according

to the MLM matching prescription: partons are clustered after the shower

and compared to the partons produced by the ME; events in which a parton

produced by ME calculation does not match a unique jet are rejected.



Chapter 2

The Tevatron and the CDF

Detector

High Energy Physics (HEP) can be studied in cosmic ray interactions,

where the primary particle energy can reach 1020 eV . However, events at the

highest energies are extremely rare and can not be controlled by the scientists.

High energy interactions of nuclear particles can be produced in the laboratory

by means of particle accelerators, providing a much higher event rate and under

much cleaner experimental conditions, albeit at less extreme reaction energies.

The largest particle accelerator ever built was LEP, an e+e− ring which

reached the C.M.S1 energy
√
s = 205 GeV running in a 27 km circular under-

ground tunnel close to the city of Geneva (Switzerland). After the shut-down

of LEP at the end of the year 2000, the largest machine presently in operation

is the Tevatron, a pp̄ collider reaching the energy of
√
s = 1.96 TeV in a

6.4 Km ring. The Tevatron is located about 50 km west of Chicago (USA)

in Fermilab, a scienti�c laboratory run by a consortium of universities (URA)

and by the University of Chicago ("Fermi Research Alliance") on behalf of the

American Department of Energy (DOE).

Two detectors along the Tevatron collider collect physics events: CDF and

DØ. After the �rst evidence for the existence of Top quark shown by CDF

in 1994, the CDF and DØ Collaborations announced the discovery the Top

1Center of Mass System.
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Figure 2.1: An airplane view of the Fermilab laboratory. The ring at the

bottom of the �gure is the Main Injector, the above ring is the Tevatron. On

the left are clearly visible the paths of the external beamlines: the central

beamline is for neutral beams and the side beamlines are for charged beams

(protons on the right, mesons on the left).

Figure 2.2: Layouts of the acceleration chain at Fermilab Tevatron, from the

source to the collision.
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Run Period Int Lum pb−1

First Test 1987 0.025

Run 0 1988-1989 4.5

Run 1A 1992-1993 19

Run 1B 1994-1995 90

Run 1C 1995-1996 1.9

Run 2 2001- >4000

Table 2.1: Integrated luminosity delivered by Tevatron in its physics runs.

Run 2 is still in progress.

quark in 1995.

At present (year 2008) the Large Hadron Collider (LHC) is being built at

CERN in the LEP tunnel. This new machine will start operating in late 2008

and will eventually reach a C.M.S energy of
√
s = 14 TeV .

2.1 The Tevatron

The Tevatron is the �nal and largest element of the Fermilab accelerator

complex, whose structure is illustrated in �gure 2.2. The Tevatron works

primarily as a pp̄ collider. However, it can also accelerate a single proton

beam and operate in �xed target mode to provide a number of neutral and

charged particle beams. The Tevatron collider obtained the �rst collisions in

1985. In the course of time it provided several physics runs as listed in table

2.1.

2.1.1 The proton beam

The particle beams circulating in the Tevatron are provided by a chain

of accelerators that use di�erent techniques to extract, collect and accelerate

protons.

• H− source: a 25 KeV H− electrostatic source provides negative hydro-

gen ions.
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Figure 2.3: The Cockcroft-Walton accelerator is the starting point of the pro-

ton acceleration chain.

Figure 2.4: Left: upstream view of the 400 MeV section of the Linac. Right:

Tevatron Superconducting Dipole Magnet.
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• Cockcroft-Walton electrostatic accelerator: the particle accelera-

tion cycle begins with a Cockcroft-Walton electrostatic accelerator (see

�gure 2.3) feeding a linear accelerator with H− at an energy of 750 KeV .

• Linac: the Linac accelerates H− ions up to 400 MeV energy. The linac

was upgraded to this energy in 1993 when the �nal energy was doubled,

as well as the number of protons per bunch. Figure 2.4 (left) shows a

portion of the Linac accelerator.

• Booster: H− ions are stripped at the linac exit through a carbon foil and

bare protons are delivered to the Booster. This is a 8 GeV syncrotron

with a 150m diameter. The Booster trasfers protons to the Main Injector

with an e�ciency of ∼ 75%. Figure 2.5 shows the Booster tunnel.

2.1.2 Main Injector

The Main Injector, completed in 1999 for Run II, is located in a 3 Km

circumference tunnel (which houses also the antiproton Recycler, see section

2.1.3 and �gure 2.6), and is approximately tangent to the Tevatron. The Main

Injector functions can be summarized as follows.

- It accelerates protons from 8 GeV to 150 GeV and feeds them to the

Tevatron (in the clockwise direction).

- In the antiproton production phase it accelerates protons to 120 GeV .

Protons are extracted and directed to the antiproton production target.

Antiprotons are accumulated and cooled at 8 GeV in the Antiproton

Source.

- It receives antiprotons from the Antiproton source, boosts their energy

to 150 GeV and transfers them to the Tevatron (in the anti-clockwise

direction).

The Main Injector maximum stored beams are ∼ 3 · 1013 protons and

∼ 2 · 1012 antiprotons. Beams are stored in 36 bunches in the Tevatron.
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Figure 2.5: The Booster tunnel. A klystron is visible in the center of the

picture.

Figure 2.6: Main Injector (blue magnets on bottom) and the Recycler (green

magnets on top) in the Main Injector tunnel.
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Figure 2.7: Bunch structure of the Tevatron beams in Run II.

2.1.3 Antiproton Production and Recycler

Antiprotons (p̄) are produced from the 120 GeV proton beam extracted

from the Main Injector and focused on a nikel target.

Antiprotons are collected at 8 GeV with wide acceptance around the for-

ward direction, injected into a Debuncher Ring, debunched into a continuos

beam and stochastically cooled. The beam is then transferred between cicles

(about 2” long) to the Accumulator were antiprotons are stored at a rate of

about 25 ·1010 p̄/hour (improvements in the storage rate are still being made).

Stacking within the accumulator acceptance is limited to a stored beam

of about 1012 antiprotons. The accumulated beam is then transfered to the

large acceptance Recycler, an 8 GeV permanent magnet ring housed in the

Main Injector tunnel which has an acceptance about twice as large as the

accumulator. In normal conditions every 30′ the Recycler receives about 2·1011

antiprotons from the Accumulator with a current of about 10 mA. Recently

(2005) the electron-cooling technique was succesfully applied to the Recycler

to cool the antiproton beam by a 4.3 MeV electron beam, which is provided

by a Pelletron accelerator adjacent to the ring.

2.1.4 Tevatron

The Tevatron is a 1 Km-radius circular syncrotron employing supercon-

ducting bending magnets (�gure 2.4, right), where the protons and antipro-

tons beams orbit in the same pipe in opposite directions. Undesired bunch

crossings are avoided by electrostatic separators.
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Figure 2.8: The integrated luminosity in Run II weeks. The empty periods of

time correspond to Tevatron shutdowns.

The Tevatron receives protons and antiprotons at 150 GeV and ramps2

them to 980 GeV (in Run II) where they are kept circulating in opposite

directions at constant energy for physics runs lasting up to ∼ 30 hours. Stable

running conditions and data-taking by the experiments are reached after beams

are scraped with remotely-operated collimators to remove the beam halo.

The beam revolution time is 21 µs. The beams are split in 36 bunches

organized in 3 trains each containing 12 bunches (see �gure 2.7). Within

a train the time spacing between bunches is 396 ns. An empty sector 139

buckets-long (2.6 µs) is provided in order to allow the kickers to raise to full

power and abort the full beam into a dump in a single turn. This is done at

the end of a run or in case of an emergency.

2The magnetic �eld is ramped up together with the energy in order to mantain the

revolution radius constant. The �nal condition when the magnetic �eld is maximum and is

kept constant is called �attop.
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During data-taking runs the luminosity decreases approximately exponen-

tially with time. The record initial luminosity reached by the Tevatron as of

March 2008 has been about 315 · 1030 cm−2s−1. Figure 2.8 shows the weekly

integrated luminosity during the Run II period as a function of time.

At the end of a run, when the luminosity is too low to allow a signi�cant

data-taking (tipically 20 · 1030cm−2s−1), the beams are aborted and the shot-

setup procedure is started to prepare for a new store. In optimal conditions

runs last about 30 hours.

2.2 The CDF Detector in Run II

The CDF detector described here below is as con�gured for Run II. A

schematic view of the detector is presented in �gures 2.9 and 2.10.

The CDF architecture is quite common for this type of detectors. Radially

from the inside to the outside it features a tracking system contained in a su-

percondcting solenoid, calorimeters (electromagnetic and hadronic) and muon

detectors. The whole CDF detector weights about 6000 tons.

2.2.1 System Reference

The CDF detector is approximately cylindrically symmetric around the

beam axis. Its geometry can be described in cartesian as well as in cylindrical

coordinates.

The left-handed cartesian system is centered on the nominal interaction

point with the ẑ axis laying along the proton beam and the x̂ axis on the

Tevatron plane pointing radially outside.

The cylindrical coordinates are the azimuthal angle ϕ (ϕ = 0 on the x̂

direction) and the polar angle ϑ (ϑ = 0 along the positive ẑ axis):

ϕ = tan−1 y

x
ϑ = tan−1

√
x2 + y2

z
(2.1)

A momentum-dependent particle coordinate named rapidity is also com-

monly used. The rapidity is de�ned as:
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Figure 2.9: Elevation view of the CDF II detector.

Y =
1

2
ln
E + pz

E − pz

(2.2)

Relative particle distances in rapidity are invariant under Lorentz boosts

along the z axis.

The pseudorapidity η, is the limit of the rapidity in case of massless parti-

cles, and it depends only on the polar angle:

η = − ln
(

tan
θ

2

)
(2.3)

The pseudorapidity is commonly used to identify di�erent detector regions

according to their position respect to the beamline and interaction vertex po-

sition, as shown in �gure 2.9.
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Figure 2.10: The CDF II detector projected on the z/y plane.

2.2.2 The Tracking System

The CDF tracking system is immersed in the 1.4 T magnetic �eld of a

solenoid parallel to the beams. Particles are bent depending on their charge

sign and transverse momentum.

There are two tracking systems at CDF, an inner Silicon tracker and a

Central Outer Tracker (COT) drift chamber (�gures 2.9 and 2.10).

Silicon Tracker

The silicon system (�gure 2.11) employs stripped silicon wafers of an excel-

lent space resolution of ∼ 12 µm. It was designed to sustain the large radiation

dose to be integrated in a long running period. Simulations predict that the

performances of the silicon tracker will remain una�ected up to ∼ 5 fb−1

integrated luminosity.

The full CDF Silicon Detector is composed of three approximately cilindri-

cal coaxial subsystems: radially towards the outside, the L00 (Layer 00), the
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Figure 2.11: Left: cutaway transverse to the beam of the three subsystems

of the silicon vertex system. Right: sketch of the silicon detector in a z/y

projection showing the η coverage of each layer.

SVX (Silicon VerteX), the ISL (Intermediate Silicon Layer). A total of 400k

signal channels are provided from the silicon detector.

L00 is a 90 cm long, radiation hard, single sided silicon detector, structured

in longitudinal strips. It is mounted direcly on the beam pipe at 1.35−1.62 cm

from the beam axis. The detector support structure is in carbon �ber with

integrated cooling system. The sensors are silicon wafers 250 µm thick with

inprinted strips with 0.25 µm technology.

Being so close to the beam, L00 allows to reach a resolution of ∼ 25/30 µm

on the impact parameter of tracks of moderate pT , providing a powerful help

to identify long-lived hadrons containing a b quark.

L00 is backed by the SVX, a set of three cylindrical barrels 29 cm long

each along z (see �gure 2.12). Barrels are radially organized in �ve layers of

double-sided silicon wafers extending from 2.5 cm to 10.7 cm. Three of those

layers provide ϕ measurement on one side and 90o z on the other, while the

other two provide ϕ measurement in one side and a z measurement by small

angle 1.2o stereo on the other.

The SVX detector has ∼ 90cm of total active length, which corresponds

to about 3σ of the gaussian longitudinal spread of the interaction point, and
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Figure 2.12: The SVX silicon detector consists of three barrels with �ve layers

of silicon detectors each.

Figure 2.13: The beampipe at SVX entrance. Well visible the cooling pipes

and cables carrying power and detector signals.
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provides pseudorapidity coverage in the |η| < 2 region.

The SVX detector palys a crucial role both for the o�ine reconstruction

and for the B hadrons trigger (SVT ), which is based on the online identi�cation

of the secondary vertexes displaced by the primary interaction point.

The ISL consists of 5 layers of double sided silicon wafers: four are assem-

bled in two telescopes at 22 cm and 29 cm radial distance from the beamline

covering 1 < |η| < 2. One is central at r = 22 cm, covering |η| < 1. The two

ISL layers at 1 < |η| < 2 are important to help tracking in a region where the

COT coverage is incomplete.

COT

The Central Outer Tracker (COT ) is a 310 cm long open-cell drift chamber,

positioned at 43 < r < 137 cm radial distance just outside the ISL and cov-

ering the pseudorapidity range |η| < 1. The COT detector provides precision

tracking and transverse momentum (pT ) measurement for charged particles.

It has 4 axial and 4 stereo3 superlayers, alternating with each other and

consisting of 12 wire layers each for a total of 96 layers and over 30k wires. The

sense wires of each layer are alternated with �eld shaping wires. The chamber

is �lled with a fast gas mixture (Ar-Ethane-CF4).

In the COT solenoid magnetic �eld the electrons drift at ' 35o (Lorentz

angle) with respect to the direction of the cell electric �eld. The resolution in

the transverse to radial direction is maximized by tilting the cell by the same

angle to make the drift path perpendicular to the radius. This geometry also

makes hight pT track crossing cells at di�erent relative distances from sense

wires thereby reducing the systematic errors due to drift �eld distorsions within

a cell. The single hit position resolution has been measured to be ∼ 140 µm

which translates into an overall transverse momentum resolution of:

∂pT

pT

= 0.15%
pt

[GeV/c]
(2.4)

3The stereo wires are tilted at ±2o with respect to the z direction.



2.2 The CDF Detector in Run II 33

Figure 2.14: One sixth of the COT endplate. The wires are grouped in 8

superlayers.

2.2.3 Time of Flight

The Time of Flight (TOF) detector is a recent upgrade of the CDF de-

tector. TOF is an array of approximately 4 cm thick and wide, 279 cm long

scintillator bars4 parallel to the beam, which is laied as a cylindrical sheet of

216 elements on the inner solenoid wall, at a radial distance r = 138 cm. Pho-

tomultiplier tubes, that are capable to provide adequate gain even in presence

of the magnetic �eld, are connected at both ends of the bars and provide time

and pulse hight measurements. By comparing the two measurements, the z

coordinate can also be determined.

A resolution of ∼ 110 ps has been achieved which allows a 2σ separation

of kaons from pions up to ∼ 1.6 GeV at |η| < 1.

2.2.4 The Solenoid

The CDF detector is built around a solenoid providing a longitudinal mag-

netic �eld of 1.4 T . All the tracking system is inside this �eld. The solenoid

volume is a cylinder 3.5 m long and 2.8 m in diameter (see �gure 2.10).

4Bars have a slightly trapezoidal-cross section. They are so shaped in order to minimize

particle losses through the cracks between bars.
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The coil is an Al-stabilized NbTi superconductor operating at liquid he-

lium temperature. The operation current is 4660 A. After carefull cool-down

procedures during Run 1, the solenoid could be reused in Run II.

The solenoid radial thickness correponds to 1.075 X0 and initiates EM

showers of crossing electrons and photons that are sampled by a pre-radiator

detector (the CPR2 system, see section 2.2.5).

2.2.5 CPR2: the Central Preshower system

The solenoid coil is 1.075 X0 and as such initiates the particle showering

to be sampled and integrated fully in the outer calorimeters. Radially be-

hind the coil, in front of the calorimeters, a scintillator layer acts as a Central

Pre-Radiation detector (CPR) [22] for electrons and photons. A Central Crack

Radiation detector (CCR) extends the preshower to the mechanically intrigued

regions between calorimeter wedges. The 2 cm thick CPR scintillators provide

a clear signature of the electromagnetic showers initiated in the solenoid coil.

Information from the CPR is also useful to complement the calorimeter re-

sponse for better jet energy resolution.

Figure 2.15 (left) shows one CPR2 module just before the top cover was

installed. The �gure shows the individually wrapped tiles and �bers exiting

them.

2.2.6 Calorimeters

The CDF calorimetric system is designed to absorb up to ∼ 98% the

hadronic and electromagnetic energy over most of the solid angle5. The calorime-

ters are split into cells projecting from the nominal interaction point in order

to associate the single cell response to energy �ow in a solid angle bin.

The CDF calorimeters are sandwiches of active and converter material

covering two large η regions: the Central Calorimeter covers |η| < 1.1 and

the Run II plug calorimeters cover 1.1 < |η| < 3.64.

5A really 4π coverage is not possible. The beam pipe aperture cannot be covered and

additional dead regions cannot be avoided at the edges of calorimeter wedges and cells.
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Figure 2.15: Left: one CPR module during assembly in summer 2004. Tiles

are wrapped in re�ecting paper to avoid cross-talks and to maximize the light

collection. The clear �bers are merged together into four groups at the end

of the module and connected to R5900 photomultipliers. Right: the Plug

calorimeter being removed away from the main detector body. A number of

elements of the wall hadron calorimeter (in blue) are also visible.

Particles coming from the interaction point cross only relatively light detec-

tors (the tracking system and the solenoid coil) before entering the calorimeters

where they start showering. The scintillator light signals are collected sepa-

rately from the front lead-scintillator electromagnetic and from the rear iron-

scintillator hadronic compartments. Both signals are roughly proportional to

the released energy in the shower. Accurate calibrations of response to parti-

cles of known energy and detailed MC simulations are necessary to reconstruct

the incoming particle and jet energy.

Central

The Central Calorimeter has been preserved intact from Run I to Run II.

It consists of two coaxial barrels (east and west), each divided in two arches

(left and right around the 90o polar angle). Each arch is split into 12 azimuthal

wedges of 15o aperture. Finally, each wedge is split into 10 projective towers

of width δη ' 0.11.
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Figure 2.16: A CEM/CHA wedge during assembly. The absorber black iron

frames are clearly visible as well as the light guides transporting the light from

the scintillators to the photomultipliers (housed in tubes on the top of �gure).

All calorimeters are radially split into an electromagnetic compartment,

with lead as converter, and an hadronic compartment, with iron as converter.

The light emitted in the plastic scintillator is collected in wavelenght shifting

bars (central calorimeter) or �bers (plug calorimeter) and transported to the

PMT's.

The CEM electromagnetic compartment has 31 layers of 5.0mm polystyrene

scintillator alternate with 2.5 mm thick lead tiles. The Wall Hadron calorime-

ter (see �gure 2.15, right) comprises 24 elements which are embedded in the

front walls of the detector body. At variance with the central calorimeter these

detectors are part of the magnetic �eld return joke.

The Central and Wall Hadronic Calorimeters (CHA, WHA) use iron as

radiator. The CHA (WHA) has 32 (15) layers, and each layer is composed of

2.5 (5.1) cm of iron absorber and 1.0 (1.0) cm of plastic scintillator. The total

calorimeter thickness is ∼ 4.7λ0 (λ0 is the absorption length) for both CHA
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CEM CHA WHA PEM PHA

η coverage < 1.1 < 0.9 0.7 < |η| < 1.3 1.3 < |η| < 3.6 1.3 < |η| < 3.6

n. of modules 48 48 48 24 24

η towers/mod 10 8 6 12 10

n. of channels 956 768 676 960 864

Absorber (mm) Pb (3.0) Fe (25.4) Fe (50.8) Pb(4.6) Fe (50.8)

Thickness 19X0, 1Λ0 4.5Λ0 4.5Λ0 21X0, 1Λ0 7Λ0

Position res. 0.2× 0.2 10× 5 10× 5

Energy res. 13.5%√
ET

⊕ 1.7% 75%√
ET

⊕ 3% 80%√
ET

16%√
ET

⊕ 1% 80%√
ET

⊕ 5%

Table 2.2: Geometry, parameters and performance summary of the CDF

Calorimetric System. The position resolution is given in r · φ × z cm2 and

is measured for a 50 GeV incident particle.

and WHA.

Figure 2.16 shows one CEM/CHA wedge before installation. The iron tiles

alternate with the scintillator tiles. The light guides to the photomultipliers

are clearly visible.

CES

At the radial depth of ∼ 5.9 X0 in the CEM, i.e. close to the maximum in

the longitudinal development of the electromagnetic showers, a proportional

chamber named Shower Max Detector (CES, see �gure 2.17), measures the

local released ionisation projected in the two transverse directions.

The CES resolution is about 1 cm in z and about 1 mm in r ·φ. During the
Run 1 the CES information helped to reduce the fake electron trigger rate by a

factor ∼ 2. A similar measurement is performed in the forward electromagnetic

calorimeter by means of planes of crossed scintillator bars.

Plug Calorimeters

The plug calorimeters of Run II employ the same technology as the central

ones and extend the coverage to η ' 3.6.
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Figure 2.17: The CES detector in CEM. The cathode strips run in the x

direction and the anode wires run in the z direction providing x and (r · ϕ)
measurements

.

Each Plug Calorimeter is divided in 12 concentric η regions (�gure 2.18),

which are further segmented in azimuthal wedges (48 ϕ wedges at |η| < 2.11,

7.5o wide each, and 24 wedges at |η| > 2.11, 15o wide each) with transverse

dimensions depending on depth in order to build an array of projective towers.

As in the central calorimeter, there is a front EM compartment and a rear

hadronic compartment (PEM and PHA). The �rst has 4.5 mm thick lead tiles

alternating with 4.0 mm thick scintillators for a total of 23 layers equivalent

to 21 X0, the second has again 23 layers, but composed of 50.8 mm iron and

6 mm scintillator, for a total absorption length of ∼ 7.0 Λ0.

As in the central region, also PEM contains a shower maximum detector

(PES) at ∼ 6 X0 depth. The PES consists of two layers of 200 scintillating

bars each, oriented at crossed relative angles of 45o (±22.5o with respect to the

radial direction). The position of a shower on the transverse plane is measured

with a resolution of ∼ 1 mm.

In the Plug region the �rst scintillator layer is thicker and is read out sep-

arately to work as a pre-radiator (PPR). The Plug assembly is very compact,

so that plug cracks are negligible.

The most important calorimeter parameters are given in table 2.2.
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Figure 2.18: Plug Calorimeter (PEM and PHA) inserted in the Hadron End

Wall calorimeter WHA and into the solenoid.

2.2.7 Muon Detectors

The muon detection system consists of several subdetectors, (CMU, CMP,

CMX, IMU) as shown in �gure 2.20, placed outside the hadron calorimeters.

They are important as trigger elements as well as in the o�-line analysis of

muon events.

CMU

The Central Muon Chambers (CMU) [23] is a set of four layered drift

chamber sandwiches housed on the back of wedges inside the central calorime-

ter shells covering the region |η| < 0.6. CMU is largely unchanged from Run

1, except for the fact that it operates now in proportional mode rather than

in limited-streamer mode.

CMP

The Central Muon uPgrade (CMP) consists of a 4-layer sandwich of wire

chamber operated in proportional mode covering most of the |η| < 0.6 re-

gion where it overlaps with CMU (see �gure 2.20). Unlike mostly of the CDF
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Figure 2.19: The CDF muon system.

components, this subdetector is not cylinrically-shaped but box-like, because

CMP uses the magnet return yoke steel as an absorber, along with some ad-

ditional pieces of steel to �ll gaps in the yoke. On the outer surface of CMP a

scintillator layer, the Central Scintillator Upgrade (CSP), measures the muon

traversal time.

The system CMU/CMP, which is called CMUP, detects muons having a

minimum energy of ∼ 1.4 GeV .

CMX

The muon extension CMX is a large system of drift chambers-scintillator

sandwiches arranged in two truncated conical arches detached from the main

CDF detector to cover the region 0.6 < |η| < 1.0. Due to main detector frame

structure, some regions of this subdetector are characterized by their peculiar

geomerty, as shown in �gure 2.21.

IMU

Muons in a more forward region at 1.0 < |η| < 1.5 are detected by the

Intermediate Muon Extensions (IMU) on the back of the Plug Calorimeters.
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Figure 2.20: The η/ϕ coverage of the muon system. The shape is irregular

because of the obstruction by systems such as cryo pipes or structural elements.

Figure 2.21: CMX subdetector scheme. The arches, miniskirt and keystone

zones are shown.

.
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A telescope of two toroidal iron shields IMU from the hot hadron �ux in this

angular region.

2.2.8 Cherenkov Luminosity Counter: CLC

In Run II CDF measures the collider luminosity with a coincidence between

two arrays of Cherenkov counters, the CLC, placed around the beam pipes

on the two detector sides. The counters measure the average number µ of

interactions per bunch crossing. The luminosity is derived from the known

average number of secondaries and inelastic cross section over the CLC angular

coverage:

Linst =
µfbunch

σpp̄

(2.5)

In this expression, σpp̄ is the value of the inelastic pp̄ cross section at

1.96 TeV and fbunch is the rate of bunch crossing. This method measures

the luminosity with about the 6% systematic uncertainty.

Each CLC module contains 48 gas Cherenkov counters of conical shape

projecting to the nominal interaction point, organized in concentric layers. It

works on the principle that light produced by any particle originated at the

collision point is collected with a much higher e�ciency than for background

stray particles. The CLC signal is thus approximately proportional to the

number of traversing particles produced in the collision.

2.2.9 Forward Detectors

The CDF Forward Detectors (whose scheme is shown in �gure 2.22) in-

clude the Roman Pots detectors (RPS), beam shower counters (BSC) and

two forward Mini Plug Calorimeters (MP). These detectors enhance the CDF

sensitivity to production processes where the primary beam particles scatter

inelastically in large impact parameter interactions (pomeron exchange inter-

actions).

The Tevatron complex allowed to arrange a proper spectrometer making
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Figure 2.22: The forward detectors system in CDF, as arranged for Run II.

use of the Tevatron bending magnets only on the antiproton side. On this

side, at appropriate locations, scintillating �ber hodoscopes inside three RPS

measure the momentum of the inelastically scattered antiproton. Only the

direction of the scattered proton is measured on the opposite side. The BSC

counters at 5.5 < |η| < 7.5 measure the rate of charged particles around the

scattered primaries.

The MiniPlugs calorimeters at 3.5 < |η| < 5.1 measure the very forward

energy �ow. MiniPlugs are a single compartment integrating calorimeter, con-

sisting of alternate layers of lead and liquid scintillator read by longitudinal

wavelenght shifting �bers (WLS) pointing to the interaction vertex. Althrough

the miniplug is not physically split into projective towers, its response can be

split into solid angle bins in the o�-line analysis. The MiniPlug energy resolu-

tion is about σ
E

= 18%√
E
for single electrons.
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2.2.10 Trigger System

The trigger system selects and stores interesting events for physics. Since

the total inelastic cross section for pp̄ is about σinel ' 70 mb, and the collider

luminosity can reach the L = 1032cm−2s−1, the event rate can reach several 106

events per second, while storage can only register events at 120 Hz maximum.

If an appropriate selection is made at trigger level, a major loss of physics

information can be avoided because the rate of really interesting events is very

low.

As an example, one may note that the top quark production cross section

is about 6 pb, which is ∼ 10−10 of the total inelastic cross section. A top event

is then expected every 10 billion interactions. The top event rate whould be

one event in 10000 seconds at a luminosity of 1032cm−2s−1. If non-top events

were e�ciently rejected by the trigger the data logging power of CDF whould

be much more than adequate to collect all Top quark production events.

Level 1 Trigger

The CDF Trigger system is organized in three levels.

The front-end electronics of all detectors is interfaced to a syncronous pipeline

where up to 42 subsequent events can be stored for 5544 ns while the hardware

is making a decisions. If by this time no decision is made, the event is lost. By

doing so, since all the Level 1 decisions are made within about 4 µs, no dead

time is caused by the trigger at Level 1.

The Level 1 rejection factor is about 150 and the maximum output rate is

about 30 kHz.

The Level 1 accepts are generated by:

- XFT (eXtremely fast Tracker), which reconstructs tracks on the trans-

verse plane of the COT. These tracks can be propagated to the calorime-

ter and to the muon chambers to contribute to electron or muon triggers

at higher level;
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- the calorimeter trigger, signaling large energy releases in the electro-

magnetic or hadronic cells as seeds of possible large energy electrons or

hadron jets to be selected at higher level, and the total missing transverse

energy;

- the Muon trigger, matching XFT tracks to stubs in the muon chambers.

Level 2 Trigger

Events accepted at Level 1 output are sent to 4 asyncronous bu�ers and

further analyzed by a second set of hardware processors at Level 2. In Level 2

events are stored in the bu�ers until an individual decision is made. Because

of the limited number of bu�ers some deadtime can be generated. In normal

running conditions the Level 2 deadtime can be limited to less than 5%.

The main Level 2 trigger operations are:

- add the energy deposited in adiacent towers to the Level 1 seeds, as an

approximate measure of an electron or jet energy;

- combine calorimeter and shower max detector (CES) information to im-

prove the electron signature;

- signal tracks with large impact parameter by means of the Silicon Vertex

Tracker (SVT). This important function permits to trigger on secondary

vertexes from decay of long-lived beauty hadrons.

The Level 2 accept rate is up to 1 kHz and the rejection factor is about

150.

Level 3 Trigger

The Level 3 trigger is a software trigger, run on a Linux PC farm where all

events are fully reconstructed using C++ codes and object-oriented techniques.

Events coming from Level 2 are addressed to the Event Builder (EVB),

which associates information on the same event from di�erent detector parts.

The events can thus be fully reconstructed in the Level 3 processors. The �nal

decision to accept an event is made on the basis of its features of interest (large



46 The Tevatron and the CDF Detector

Et leptons, large missing Et, large energy jets and a combination of such) for

a physics process under study, as de�ned by trigger tables containing up to

about 150 entries. Events exit Level 3 at a rate up to about 100 Hz and are

permanently stored on tapes for further o�-line analisys. Each stored event is

about 250 kB large on tape.

2.2.11 Online Monitoring

During data taking the quality of collected events is continously monitored.

A fraction of about ∼ 1% of the on-line reconstructed events are copied into

a computer center adjacent to the Control Room of the experiment where a

number of "consumer programs" generate signi�cant plots (individual trigger

rates, subdetector occupancy, readout errors, hot and dead detector channels,

etc.) for the CDF shift crew to evaluate and intervene in case of problems.

2.2.12 Data Processing

Raw data stored on tapes are split into streams according to trigger sets

tuned to a speci�c physics process and are stored on fast-access disks. Data are

fully reconstructed again by the CDF o�-line code (production) using the best

detector calibrations and reconstruction codes available at the time. Occa-

sionally, if more detailed calibrations or signi�cantly improved codes become

available, data are re-processed. Re-processing is an heavy computer time-

consuming operation which is performed only when signi�cant gain in recon-

structed event quality is expected. For the analysis performed in the present

work, the reconstruction code versions 6.1.4 is used.



Chapter 3

Neural Network based algorithm

for Heavy Flavour jets

identi�cation

A b quark produced in a pp collision emerges from the interaction region,

after the hadronization process, as a B hadron. The B hadrons are bound

states of a b quark with one or two more quarks and are characterized by high

mass, long life-time (typically 1.5 ps) and high branching ratio for semileptonic

decays.

A b-tagger is an algorithm that exploits these features to identify high−PT

jets originated by b quarks. In this chapter, after a brief review of the b�tagging

techniques used by the CDF collaboration, the novel Neural Network based

algorithm for Heavy Flavour jets identi�cation is described in detail.

3.1 b-tagging at CDF II

The CDF collaboration developed three main b-tagging techniques [24] for

high− PT jets: SecVtx, JetProbability and Soft Lepton Tagger.

• SecVtx : this tagger, using the tracks inside the jet cone, tries to re-

construct a secondary vertex, i.e. a vertex displaced from the primary

interaction one. Since also C hadrons can provide displaced vertexes



48 NN-based algorithm for HF jets identi�cation

Figure 3.1: Left panel: scheme of a secondary vertex reconstructed by displaced

tracks. Right panel: semileptonic decay of a b quark inside the jet cone.

inside the jet cone this tagger evaluate also a �vertex mass� to increase

the capability to distinguish b-like from c-like events. The tagger's per-

formances are also limited by the resolution for primary and secondary

vertex reconstruction.

• JetProbability : this tagger is based on the possibility of assigning to

each track a �probability� of coming from the primary vertex based on

its impact parameter signed with respect to the jet axis. Combining the

probability for the well-identi�ed tracks in a jet it is possible to evaluate a

probability for the jet itself (�JetProbability�) to be composed by particles

consistent with coming from the primary vertex. The distribution of this

probability is, by construction, �at for jets originated by light quarks,

and is peaked at small values for b and c jets. The jet is �tagged� if the

value of the JetProbability output is less than a given threshold (values

typically used are 0.01 and 0.05).

• Soft Lepton Tagger : this tagger search inside the jet cone for low −
PT leptons coming from a semileptonic decay of the B hadron. The

e�ciency of this technique is limited by the branching ratio (∼ 20%) of

the semileptonic decay and by the lepton identi�cation e�ciency. The
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electron version (SLTe) is under development, while the muon version

(SLTµ) is currently used into the CDF II analysis.

The taggers are characterized by their e�ciency in b quark identi�cation

and by their �mistag rate�, i.e. the e�ciency in the mis-identi�cation of a light

quark as a b quark. These e�ciencies and mistag rates are evaluated in a

combination of Monte Carlo and in suitable data control samples. Di�erences

between data and MC are compensated by suitable �scale factors�.

3.2 Neural Network tagger

All the techniques reported in the previous paragraph use only a limited

part of the information collected by the detector for a given event to identify

high− PT jets originated by a b quark.

A new tagger has been developed in order to exploit as much information

as possible to identify the �avour of the quarks originating a jet.

This tool presents two main characteristics:

• a new vertexing algorithm able to reconstruct not only a single displaced

secondary vertex, but several vertexes inside the jet cone, to take advan-

tage of the frequent decay patterns with secondary and tertiary vertexes

(e.g. b→ c→ light);

• a chain of Neural Networks, suitable to combine all the available infor-

mation in a single discriminant.

The scheme of the tagger architecture is reported in �gure 3.2. The new

vertexing algorithm, starting from primary vertex and tracks information, tries

to reconstruct all the vertexes inside the jet cone. The list of vertexes produced,

together with tracks information is provided to a �rst Neural Network trained

to discriminate between heavy-�avour and light-�avour vertexes.

A second Neural Network uses the output of the vertexes NN and tracks infor-

mation to recover the tracks not associated to a vertex. General jet informa-

tion, the response of the other taggers (SecVtx, JetProbability and SLTµ), the
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New Vertexing

Tracks infoPV info

SecVtx info

JetProb info

SLTμ
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Vertexes NN
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Figure 3.2: Scheme of the Neural Network based tagger.

tracks information, the list of the vertexes found and the output of the vertexes

NN and of the tracks NN are the inputs to a set of Neural Networks trained

to separate quark �avours. Five main jet categories has been identi�ed: jets

originated by b quark, c quark or a light quark (u, d, s), and jets containing

two heavy quarks (bb̄ or cc̄) inside the cone. The implemented jet Neural Net-

works are con�gured to discriminate between 2-�avour hypothesis: b−q, c−q,
b − c, bb̄ − b, cc̄ − c. Two �nal Neural Network process the outputs of these

�avour-discriminating Neural Networks and provide a 3-�avour discriminant

(b− c− light) and a 5-�avour discriminant (b− bb̄− c− cc̄− light).

For the implementation of all the Neural Networks, except the �nal dis-

criminants, the NeuroBayes [25] package was used. This provide an e�cient

tool for the ordering of the input variables according to their signi�cance and

a Neural Network that can be trained to discriminate between two categories

of events. The �nal output of the chain is instead provided by TMultiLayer-

Percepron Neural Networks, available in the ROOT package [26], which can

classify more than two categories of events with a single output.
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Good r − φ Good r − z

track PT > 0.5 GeV/c

corrected r − φ impact parameter |D0| < 0.15 cm -

corrected r − z impact parameter |D0| - < 1.0 cm

number of r − φ hit layer (SVX-II) ≥ 3 & ≤ 5 -

total number of COT axial hits ≥ 20

total number of COT stereo hits ≥ 17

|Ztrk − Zpv| < 5 cm -

Table 3.1: Selection criteria for tracks used in the evaluation of the JetProba-

bility tagger.

A jet is de�ned identi�able � i.e. the tagger can be evaluated � if it has at

least either one vertex reconstructed by the new vertexing algorithm (this ver-

tex does not need to be HF�like) or 2 tracks marked good by the JetProbability

tagger with criteria reported in table 3.1.

3.2.1 Training samples

The Monte Carlo training samples are composed by 50% jets from Z(→ e+e−)

+ parton events and 50% jets from tt̄ events, and are simulated using Pythia.

The jets are reconstructed using the JETCLU algorithm, with aR =
√
|∆η|2 + |∆φ|2 =

0.4 cone radius. The jet �avour is determined considering the �avour of any

quark lying inside the jet cone. The selected jets are required to be separated

from the electrons of the Z decay by at least δR = 0.4. Furthermore the train-

ing samples are constructed to have a uniform distribution in jet transverse

energy (ET ) between 15 GeVand 200 GeV. In this way the jet ET can be in-

cluded in the Neural Network input variables (several discriminating variables,

e.g. Lxy, have a dependence on the B hadron boost and therefore on the jet

ET ) without biasing the training to a particular jet ET distribution.
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3.2.2 Vertexing algorithm

The new vertexing algorithm provides for each jet a list of identi�ed ver-

texes, using as input the tracks lying inside the jet cone and the primary

vertex of the event reconstructed with the standard CDF II algorithm [27].

The selected tracks must satisfy pT ≥ 1 GeV/c, z0 < 1 cm and d0 < 0.15 cm,

where z0 and d0 are the projections, respectively along the beam line and on

the transverse plane, of the minimum distance of the track from the primary

vertex. Tracks reconstructed using exclusively COT or silicon hits, or identi-

�ed as originating from photon conversion are rejected, while tracks from KS

or Λ decay are kept, since b and c hadrons have signi�cant decay ratios into

these states. All vertex �ts are performed by the standard CDF II algorithm

CTVMFT [27].

The following procedure is applied to each pair of tracks:

• �t a vertex (seed vertex);

• if χ2 > χ2
seed reject the seed vertex and go to the next pair of tracks;

• �nd the track (not already in the vertex) which gives smallest δχ2 when

added to vertex; if δχ2 < χ2
add add to the vertex and re�t vertex; repeat

for all the tracks;

• �nd the track which gives the largest δχ2 to the vertex; if δχ2 > χ2
add

remove from the vertex and re�t vertex; repeat for all the tracks assigned

to the vertex;

• add vertex to the list of vertexes.

After an optimization procedure on a Pythia Monte Carlo sample, the values

for the thresholds χ2
seed and χ

2
add were chosen to be respectively 6 and 24.

At this level it is possible that a track may be used in the reconstruction

of more than one vertex. The following procedure is then applied to ensure

unique association between tracks and vertexes:

• �rst considering only vertexes with 3 or more tracks
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- calculate the χ2 contribution of each track to each vertex in which

it is included;

- if the largest χ2 contribution is a shared track remove from vertex

and re�t vertex;

- repeat the procedure while there are still shared tracks;

• then considering only vertexes reconstructed with 2 tracks (even if pro-

duced from the previous step)

- �nd the vertex with lowest χ2 and shared tracks;

- remove 2-track vertexes which have tracks in common with this

vertex;

- repeat the procedure while there are still shared tracks;

3.2.3 Vertexes classi�cation

Since there is no selection on impact parameter of seed tracks, the vertexes

found by the algorithm described in the previous paragraph can be either the

primary vertex reconstructed by prompt tracks in the jet, a true secondary

vertex reconstructed using the decay tracks of a long-lived particle, a fake

displaced vertex (including mismeasured tracks, for example), or may be a

�mixed� vertex containing both prompt and secondary tracks.

Several vertex observables were considered:

• invariant mass of tracks in vertex;

• vertex pseudo cτ = Lxy · Mvtx

P vtx
T

;

• separation between the vertex position and the primary vertex (PV),

projected along the jet axis, in both 2 and 3 dimensions;

• signi�cance of the vertex�PV separation;

• ∆φ and 3d�angle between vertex momentum and the vector between

vertex and the primary vertex;

• vertex pT with respect to the jet direction;

• number of tracks in the vertex;

• charge of the vertex.
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rank variable signi�cance

1 vertex pseudo c− τ 118.0

2 2nd track d0 signi�cance 41.2

3 angle between vertex mom. and displ. 25.3

4 Lxyz signi�cance 12.2

5 invariant mass 6.5

6 Lxy 4.3

7 1st track d0 signi�cance 4.2

8 2nd track d0 3.4

9 δφ between vertex mom. and displ. 3.0

10 χ2 of vertex �t 3.0

11 Lxyz 3.0

12 Lxy signi�cance 1.4

13 charge of vertex 1.1

14 # tracks in vertex 0.7

15 1st track d0 0.2

Table 3.2: Rank of input variables to the vertexes Neural Network, from Neu-

roBayes. The �rst 5 variables are used in the �nal network.

Many of these observables provide some separation between the di�erent

vertex samples, and several sets of observables are correlated. The list of

the observables considered is reported in table 3.2 according to their separa-

tion power ranking evaluated by NeuroBayes package. The observables with

the highest signi�cance are used as input variables to the �vertexes Neural

Network� trained to distinguish primary, fake and mixed vertexes from those

whose tracks all come from b and c hadron decays. In particular the �rst �ve

observables are used, because training the network with a longer list did not

give any appreciable improvement in performance.

The jets are classi�ed as b, c, bb̄, cc̄ or light according to the number of

quarks of the relevant �avour found inside the jet cone. The vertexes identi�ed

inside each jet are classi�ed as a true b(c) vertexes if all the associated tracks
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Figure 3.3: Distribution of the vertexes Neural Network output for a test

sample with the same statistics and composition used in the training; the HF

vertexes are in red and the non-HF vertexes are in blue.

are matched to a b(c) daughter particle, while if a vertex contains tracks not

from b(c) decay, it is labeled as a non-HF vertex. For the training procedure

several di�erent samples are used:

1. true HF vertexes in matched b jets;

2. true HF vertexes in matched c jets;

3. all vertexes from light quark jets;

4. non�HF vertexes in matched b jets;

5. non�HF vertexes in matched c jets.

Each sample contains around 3700 vertexes each from Z + p and tt̄ events

weighted according to their classi�cation. To the vertexes in classes 1, 2 and

3 is assigned a weight of 1 in the training; classes 4 and 5 may contain mixed

vertexes, where some tracks are from HF, others not, so these enter the training

with a lower weight (0.5).
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Figure 3.4: De�nitions of the observables used in track selection. PV is the pri-

mary vertex; SV is a secondary vertex; POCA is the point of closest approach

of the track to the segment connecting PV to SV.

The network is implemented with 10 hidden nodes, and is trained to distin-

guish between pure HF vertexes (output = +1) and the others (output = -1).

The distribution of the Neural Network output is shown in �gure 3.3.

3.2.4 Unvertexed tracks

In the cascade decay of b hadrons some tracks can be not associated to

any identi�ed vertex. This stage of the algorithm is devoted to recover the

information about the jet �avour contained in this kind of tracks. The various

discrimination observables useful to classify the unvertexed tracks are de�ned

in �gure 3.4.

Each unvertexed track is compared to each identi�ed vertex according to

the following preselection intended to clean up tracks far from the secondary

vertex, and to consider only comparisons to HF�like vertexes:

• vertexes NN > 0.0

• R < 1 cm

• D < 5 cm
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rank variable signi�cance

1 track d0 signi�cance 78.6

2 D/L 35.0

3 vertexes NN 31.7

4 α 18.1

5 D 6.9

6 track pT 6.3

7 R signi�cance 4.4

8 track d0 2.2

9 R 0.3

Table 3.3: Rank of input variables to the track Neural Network, from Neu-

roBayes. The �rst 5 variables were used in the �nal network.

• |D/L| < 5

According to this criteria more than one track-vertex combination can be

considered for each unvertexed track, both in the training and in tagger evalua-

tion. The following variables were considered as possible discriminating inputs

to the tracks Neural Networks:

• the angle α

• track pT

• track d0 and signi�cance (signed with respect to the jet axis)

• R and its signi�cance

• D

• D/L

• NNvtx of vertex to which track is compared

The ranking of the observables produced by the NeuroBayes package is

shown in table 3.3. The �rst 5 variables in the list are used as input to the

tracks Neural Network; using more inputs did not appreciably improve the

network performance.



58 NN-based algorithm for HF jets identi�cation

Figure 3.5: Output of the track Neural Network for a test sample with the same

statistics and composition used in the training. The distribution of the HF

unvertexed tracks is in red, while the distribution for the non-HF unvertexed

tracks is in black.

The training samples have around 3700 track�vertex combinations in each

of Z+p and tt events in the following categories:

1. true HF track compared to a true HF vertex in matched b or c jets

(output=+1);

2. all track�vertex combinations in light quark jets (-1);

3. non HF track to non HF vertex in matched b or c jets (-1);

4. non HF track to true HF vertex in matched b or c jets (-1);

5. true HF track to non HF vertex in matched b or c jets (-1).

The network is implemented with 10 hidden nodes, and is trained to distin-

guish between HF unvertexed tracks (output = +1) and the others (output = -1).

The distribution of the Neural Network output is shown in �gure 3.5.
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3.2.5 Jets discrimination

Information from vertexes and tracks with a Neural Network score greater

than 0 are combined with jet observables to separate various types of jets: light

jets, jets containing a b or a c quark and jets containing two b or c quarks.

Several kinds of observables are potentially useful for this task:

• number of selected vertexes (i.e. vertexes with NN > 0.0);

• number of selected unvertexed tracks (i.e. tracks with NN > 0.0);

• invariant mass of all selected vertexes & tracks;

• characteristics of the vertexes with the �rst� and second�highest NN

output;

•
∑

selected tracks pT/
∑

all jet tracks pT ;

• largest ∆R =
√
|∆η|2 + |∆φ|2 between any 2 selected vertexes;

• pT with respect to the jet axis of the muons identi�ed by the Soft Lepton

Tagger ;

• information from other taggers (SecVtx, JetProbability).

The jet ET does not provide any discrimination when used alone, since

all training samples have an identical, �at ET distribution between 15 and

200 GeV. However, in conjunction with other variables, it may provide useful

discriminating information in cases where these variables are correlated with

the jet ET , so we consider it as a possible input variable.

The various NeuroBayes NNs are trained to separate between the following

jet �avours:

• b jets vs. light jets

• c jets vs. light jets

• b jets vs. c jets

• bb̄ jets vs. b jets

• cc̄ jets vs. c jets
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All the variable which have a separation signi�cance (as given by Neu-

roBayes) of at least 5 in one or more of the above networks are used as input

to all the 5 networks. The input list is composed by the following 16 variables:

• JetProbability (when calculated with at least 2 tracks);

• pseudo c− τ of vertex with highest NN;

• loose SecVtx tag;

• mass of SecVtx vertex;

• number of muons identi�ed by SLTµ;

• pT of (highest pT ) muon w.r.t. jet axis;

•
∑

selected tracks pT/
∑

all jet tracks pT ;

• Lxyz signi�cance of vertex with highest NN;

• invariant mass of vertex with highest NN;

• invariant mass of selected tracks (unvertexed tracks with NN > 0.0 plus

tracks belonging to vertexes with NN > 0.0);

• number of selected tracks;

• Lxyz of vertex with highest NN;

• number of good tracks inside the jet cone (pT > 1.0 GeV/c, d0 < 0.15 cm,

z0 < 1.0 cm);

•
∑

all jet tracks pT ;

• Lxyz of vertex with second highest NN;

• jet ET ;

The distributions of the networks outputs are shown in �gures 3.6 and 3.7.

There is some separation between all �avours: the best separation is between

b and light jets (as expected), there is reasonable separation between b�c and

c�q jets, while the separation between bb̄− b and cc̄− c is more limited.

3.2.6 Combined Networks

The last level of networks used by the new tagger is implemented by ROOT

TMultiLayerPerceptron. This package, contrary to NeuroBayes, can be trained
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Figure 3.6: Output distributions for the 2-�avour Neural Networks are shown

in the upper row. The corresponding purity distributions are reported in the

lower row. Left panel: b (red) - c (black). Central panel: b (red) - q (black).

Right panel: c (red) - q (black).

< phi-t >
 Teacher


NeuroBayes

Network output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

ts

0

50

100

150

200

250

300
Output Node 1

Network output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

p
u

ri
ty

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

< phi-t >
 Teacher


NeuroBayes

Network output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

ts

0

50

100

150

200

250

300

350

Output Node 1

Network output
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

p
u

ri
ty

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 3.7: Output distributions for the 2-�avour Neural Networks are shown

in the upper row. The corresponding purity distributions are reported in the

lower row. Left panel: bb̄ (red) - b (black). Right panel: cc̄ (red) - c (black).
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to separate more than two samples in a single output node. These �nal net-

works were trained to separate three and �ve jet categories respectively:

3-�avour : b/bb̄ (1) � c/cc̄ (0) � light (-1)

5-�avour : bb̄ (1) � b (0.5) � cc̄ (0) � c (-0.5) � light (-1)

The output value used for the training procedure is reported in parenthesis.

The outputs of the �ve NeuroBayes 2�sample networks are provided as

inputs to these two multi�sample networks. This system of networks can

be thought of as a network with 2 hidden layers: the second layer is not

hidden, however, and its nodes have physical meaning since they separate

pairs of �avours in an optimal way. The same sample of jets from Z + p and

tt̄ events, with �at distributions in jet ET , was used to train these networks.

The distributions of the combined network outputs are shown in �gures 3.8

and 3.9.

Given the reduced separation between single and double heavy �avour ob-

tained by the b − bb̄ and c − cc̄ networks, the 3��avours NN provide a larger

separation among the components, with respect to the 5��avours one. For this

work only the 3��avours NN has been used.

The continuous distribution of the tagger output between -1 and 1 makes

it suitable for two di�erent kinds of application: cut�based or shape�based. In

the �rst case all the jets with a NN output greater than a given threshold are

labeled as b-jets (tagged), while all the other jets are identi�ed as non− b-jets.
In the shape-based approach, instead, all the NN spectra is used to assign to

each jet a probability of belonging to a given category of events (e.g. b, c

or light). This second approach allows for a more e�cient utilization of the

available statistics, and can provide the simultaneous measurement of di�erent

phenomena, but need also a better knowledge of the exact shape of the tagger

output for every category of events.

In �gure 3.10 is reported a comparison of the new 3��avour tagger e�ciency

respect to the �SecVtx� b-tagger, for the cut�based application evaluated in a

MC di-jet sample.
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Figure 3.10: Left panel: distribution of the 3-�avour Neural Network for pure

b (blue), c (red) and light (black) jets obtained in a di-jet MC sample. Rigt

panel: comparison of the working points of the Tight and Loose versions of the

SecVtx tagger with the correscponding curve obtained for the 3-�avour Neural

Network tagger, varying the tagging cut.

3.3 Data - Monte Carlo comparison

The response of the new tagger on a generic jet data sample is compared

to the corresponding Pythia Monte Carlo simulation to �nd out possible dis-

agreements. The data sample is collected with the JET20 trigger which ask for

at least one jet with ET > 20 GeV. Di-jets events can be selected in both data

and MC with the following requirements:

• probe-jet jp : ET > 22 GeV and |η| < 1.5;

• away-jet ja : ET > 11 GeV and |η| < 1.5;

• ∆φ(jp, ja) > 2;

The cut on the probe-jet ET has been chosen higher than the trigger threshold

to reduce possible trigger bias. The distribution of the 3��avour network

output for the leading jet is shown in �gure 3.11, while in �gures from 3.12 to

3.17 the corresponding distributions of the input variables to the �ve 2��avour

networks are reported.
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Figure 3.11: Output distribution of the 3-�avour Neural Network for JET20

data, compared with the corresponding Pythia Monte Carlo simulation in log-

aritmic (upper panel) and linear (lower panel) scale.
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Figure 3.12: Left panel: Lxyz of the vertex with the highest Vertexes NN

output. Right panel: Lxyz signi�cance of the vertex with the highest Vertexes

NN output.
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Figure 3.13: Left panel: cτ of the vertex with the highest Vertexes NN output.

Right panel: Lxyz signi�cance of the vertex with the second highest Vertexes

NN output.
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Figure 3.14: Left panel: number of tracks marked good for the JetProbability

tagger. Right panel: jet transverse energy.
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Figure 3.15: Left panel: number of tracks selected inside the jet cone. Right

panel: invariant mass of selected tracks.
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Figure 3.16: Left panel:
∑
pT of the selected tracks divided by the

∑
pT of

all the tracks reconstructed inside the jet cone. Right panel: Loose SecVtx

output.
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Figure 3.17: Left panel: mass of the secondary vertex reconstructed by the

SecVtx tagger. Right panel: output of the JetProbability tagger.
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Chapter 4

Calibration procedure

Every disagreement in the tagger response between data and Monte Carlo

can a�ect any MC-based estimation. For the SecVtx tagger, which has a binary

output, the standard procedure developed by CDF II collaboration to correct

this kind of e�ect is based on the evaluation of scale factors for e�ciency in

suitable b-enriched control samples and calculation of a mistag rate matrix in

light quarks dominated jet samples.

For the shape-based approach the whole shape of the normalized distribu-

tion of the tagger output is relevant, and so the correction itself has to be a

function of the tagger output. Furthermore the correction has to be speci�c

for each category of events among which the tagger is supposed to distinguish.

4.1 Calibration strategy

For the shape-based application to the fraction measurement, the correction

of the Neural Network tagger for Monte Carlo events can be implemented as

a weight function for each spectra of the tagger output for pure �avour MC

samples (b-, c- and light-template).

Since this new tagger was developed with the aim of exploiting all the

available information recorded by the detector, it is not possible to select a

data sample highly enriched in heavy �avour content which is unbiased for the

tagger. Therefore to extract the needed correction from a data sample it is nec-
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Figure 4.1: Transverse energy distribution for the leading-jet in JET20 (left

panel) and JET50 (right panel) samples, compared with the corresponding

Pythia Monte Carlo simulation. The red line indicates the trigger threshold.

essary to cope simultaneously with the determination of sample composition

and with the extraction of the correction. A data-driven procedure has been

developed to extract a correction function (cf ) for each template, from a set

of independent calibration samples - characterized by di�erent heavy �avour

content - selected from generic jet data. To reduce as much as possible any

ambiguity in correction's assignment the number of the calibration samples has

to be equal or greater than the number of the templates. Furthermore the cal-

ibration samples must have di�erent �avour compositions in order to reduce

the interplay between composition determination and correction extraction.

The aim of the present analysis is to separate jets originated from three kinds

of quarks (b, c and light), therefore the calibration procedure has been set to

provide correction functions for the respective templates, even if this could,

in principle, be applied to a wider list of jet categories, once a suitable set of

calibration samples is provided.

4.2 De�nition of calibration samples

All the calibration samples must be unbiased for the Neural Network tagger

distribution, i.e. none of the variables used to evaluate the tagger itself can be

exploited to enrich the sample in a particular �avour content. On the other

hand, by construction all the variables not selected as input to the tagger, do
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not provide a considerable separation among �avours. In order to build samples

of jets with di�erent Heavy Flavour content avoiding as much as possible any

kind of bias, it is possible to exploit the �avour correlation of di-jet events, in

which b or c quarks are pair produced at Tevatron.

In a di-jet event it is useful to de�ne a probe-jet (jp), i.e. the unbiased

jet used to build the calibration samples, and an away-jet (ja), i.e. the jet

produced in association with the probe one and exploited to enrich the cali-

bration sample in a particular �avour. Selecting di�erent kind of away jets it

is possible to change the b, c and light fractions in the probe jets samples:

• b-enriched (B) : ja tagged by SecVtx and LBLnn ≥ 0.6;

• c-enriched (C) : ja tagged by SecVtx and LBLnn < 0.6;

• light-enriched (L) : ja untagged by SecVtx.

The light �avour enriched sample is built requiring an away-jet with no sec-

ondary vertex reconstructed by SecVtx. On the contrary the b and c enriched

samples ask for a secondary vertex inside the away-jet cone. Furthermore to

distinguish between b and c jet, several conditions have been tested in the

away-jet selection. The most e�ective one exploits a Neural Network based

tagger developed by the Laurence Berkley Laboratory group: this network

(LBLnn) works on the jet already tagged by SecVtx, producing a continuous

output distributed between 0 and 1, and allows to increase the purity of the

selected b sample. In �gure 4.2 is reported the distribution of the LBLnn for

b, c and light away jets, and the predicted fractions in generic di-jet MC sam-

ples as a function of the cut on LBLnn output. The threshold value for b− c

separation has been chosen in order to balance purity and number of selected

events.

Due to the di-jet identi�cation e�ciency and to the away-jet tagging e�ciency,

the light fraction is dominant in all the calibration samples. However the three

sets of fractions di�er enough to assure a good statistical separation of the com-

ponents with the available statistics. An example of the typical composition

of the calibration samples, measured at the end of the calibration procedure,

is reported in table 4.1 for the speci�c case of the Z + jet analysis.
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Figure 4.2: Upper Panel: Berkeley 2-�avor Neural Network b/c in SecVtx tight

tagged away-jet for light, b and c-quark jets. Lower Right Panel: MC predicted

probe-jet b(red) and c(cyan) content of probe-jet jets when selecting away-jet

with Berkeley 2-�avor Neural Network b/c lower than cut value plotted on the

x axis (C sample). Open black squares are number of data events relative to

the nominal SecVtx selection (cut on the SecVtx mass mSecV tx > 1.5 GeV/c2).

Lower Left Panel: same for B sample reversing the value of the cut.
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sample fb [%] fc [%] flight [%]

b-enriched 15.36 ± 0.49 12.75 ± 0.85 71.89 ± 0.49

c-enriched 4.79 ± 0.26 10.58 ± 0.51 84.63 ± 0.33

light-enriched 1.505 ± 0.021 4.032 ± 0.049 94.463 ± 0.035

Table 4.1: Flavour composition of the calibration samples prepared for the

Z + jet analysis. Fractions are measured at the end of the calibration proce-

dure, and reported with their statistical uncertainty.

The di-jet events used to build the calibration samples are selected among

the data events acquired with jet triggers. In particular the JET20 and JET50

trigger path are exploited, which are de�ned to acquire events with at least

one jet with transverse energy ET greater than 20 or 50 GeVrespectively. The

combination of these two data samples provides a suitable statistics for the

calibration procedure. The JET50 sample is particularly useful to enrich the

calibration samples of high-energy jets. The ET distributions of the most

energetic jet for JET20 and JET50 data samples are shown in �gure 4.1.

Di-jet events are selected in the JET20 data sample according to the fol-

lowing requirements:

• probe-jet jp : ET > 20 GeV and |η| < 1.5;

• away-jet ja : ET > 30 GeV and |η| < 1.5;

• ∆φ(jp, ja) > 2;

The cut on the away-jet ET is higher of the trigger threshold in order to remove

any bias due to the trigger selection on the probe-jet distributions.

Di-jet events are selected in the JET50 data sample according to the fol-

lowing requirements:

• probe-jet jp : ET > 70 GeV and |η| < 1.5;

• away-jet ja : ET > 35 GeV and |η| < 1.5;

• ∆φ(jp, ja) > 2;

Also in this sample a ET cut higher than that applied at trigger level is used

to remove any trigger bias.
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The same selection is applied to both data and MC samples. The selected

di-jet samples extracted from JET20 and JET50 data are then added together

and divided in the calibration samples. Finally the calibration samples are re-

weighted in order to match the probe-jet ET distribution with the measurement

sample. In particular, given that the B sample is exploited to extract the b

correction function (described in section 4.3), this calibration sample is re-

weighted to the ET distribution of the b jets in the measurement sample. The

same procedure is applied to the C and L calibration samples.

The speci�c re-weight used for the present analysis is described in section 6.1.3.

4.3 Extraction of the correction functions

The determination of the correction functions for the MC templates has

been implemented by an iterative procedure which adapts the MC prediction

to the calibration samples. The �ow diagram of this procedure is sketched in

�gure 4.3.

In the present analysis the shape of the correction functions is choosen to

be linear

φjk = p0,j + p1,j · xk (4.1)

even if the described procedure can be applied to a wider range of functions.

In equation 4.1, xk is the center of the k-th bin of the j-th Neural Network

template, and φjk is the corresponding value of the correction function.

At the �rst step all the correction functions are identically 1, i.e. the cor-

rected templates are equal to the original (uncorrected) ones. In each iteration

the composition of the B sample is determined by a Likelihood �t in which the

measured parameters are the �avour fractions (b, c, light). These fractions are

set and a second Likelihood �t of the same calibration sample evaluates the

correction function for the b-template. The new corrected template is then ob-

tained applying this correction function to the original template. The details

of both the �t procedures are discussed in Appendix A. The same procedure

is applied to the C and L samples to evaluate respectively the correction func-
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Figure 4.3: Flow diagram of the iterative procedure used to extract correction

functions.

tions for c and light template. Each correction function is evaluated on the

calibration sample most enriched in the same �avour to exploit as much as

possible the available statistics.

If, at a certain iteration, an evaluated correction function gets negative val-

ues inside the range where the tagger output is de�ned, then it is rejected and

replaced by the one obtained on the same calibration sample in the previous

iteration.

At the end of each iteration (starting from the second) the variation of the

measured fractions respect to their statistical uncertainty is evaluated accord-

ing to the following exit criteria is evaluated:(
f j

i,k − f j−1
i,k

)
< σ(f j

i,k) ∀i, k (4.2)

where f j
i,k is the fraction of the i component of the k calibration sample, eval-

uated at the j-th iteration, and σ(f j
i,k) is its statistical uncertainty. When this

condition occurs for all the fractions of all the calibration sample, the iteration
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procedure is terminated.

The evolution of the fractions measured in the calibration samples as a

function of the iteration is shown in �gure 4.4 for the Z + jet analysis (cal-

ibration samples reweighted to the ET distribution of Z + jet events). The

corresponding evolution of the component �ts of the calibration samples is

reported in �gures 4.5, 4.6 and 4.7.

The e�ect of the calibration procedure on b, c and light templates is shown

in �gure 6.4 for the Z + jet analysis.

Several tests have been performed to evaluate the stability of the developed

iterative procedure:

• changing the order of the enriched samples inside the iterative procedure,

but always extracting the b cf from B sample, and so forth, does not a�ect

the �nal cf set.

• The procedure is also checked to converges to the same results in terms

of cf, regardless the input fractions used at the �rst step. In fact the

iterative procedure converges to the same cf set even if the calibration

samples fractions measured at the �rst step are substituted with the

corresponding MC prediction.

The stability of the iterative procedure, and the possibility of tuning the cal-

ibration samples allow to exploit the presented data-driven calibration tech-

nique for a wide range of high-pT analysis. The procedure developed to evaluate

the indeterminations associated to this technique is presented in section 4.4.

The speci�c application to the Z + jet analysis is presented in chapter 6.

4.4 Uncertainty of the correction functions

In section 4.3 the template calibration procedure developed to the deter-

mine a set of three correction functions for pure b, c and light Neural Network

tagger distributions, has been presented. Given a speci�c set of enriched data

and Monte Carlo samples, the uncertainty on correction functions parameters
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sured in the calibration samples as a function of the iteration in the b-enriched
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78 Calibration procedure

NN_output
-1 -0.5 0 0.5 1

en
tr

ie
s

1

10

210

310

NN_output
-1 -0.5 0 0.5 1

en
tr

ie
s

1

10

210

310

Figure 4.5: Neural Network distribution of the b-enriched sample compared

with the corresponding component �t for the �rst (left panel) and the last

(right panel) iteration of the calibration procedure.
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Figure 4.6: Neural Network distribution of the c-enriched sample compared

with the corresponding component �t for the �rst (left panel) and the last

(right panel) iteration of the calibration procedure.
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Figure 4.7: Neural Network distribution of the light-enriched sample compared

with the corresponding component �t for the �rst (left panel) and the last

(right panel) iteration of the calibration procedure.
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ultimately depends on the features of the used NN distributions in terms of

statistical �uctuations of the bins content, for both data and Monte Carlo

templates.

A realistic toy Monte Carlo, reproducing the complete calibration proce-

dure, has been developed in order to evaluate the spread of the cf 's obtained

from several pseudo�calibration experiments. A set of 3n pseudo�data samples

reproducing the three �avour�enriched samples used in the calibration proce-

dure, are extracted from the MC templates according to the original statistics.

The b, c, and light components of each pseudo�calibration sample are gener-

ated according to the corresponding MC template, corrected with its nominal

cf and re-weighted to the ET spectra used in the nominal calibration procedure

for to re-weight that enriched sample.

For each of these n sets of pseudo�calibration experiments a complete

calibration procedure is performed, producing n sets of three cf 's. The cf 's

triplets, generated in this way, contain by construction all the correlations

between their parameters coming from the calibration procedure.

These sets of cf 's can be exploited to evaluate the uncertainty on a fractions

measurement due to the calibration procedure. To this purpose a fractions

�t can be repeated n times on the measurement sample, using every time

a di�erent set of cf 's : the spread of the measured fractions quanti�es the

uncertainty on the fractions due to the indetermination of the cf 's.
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Chapter 5

Z+jets events selection

Events of associated production of a Z boson and at least one jet are

identi�ed in the data sample acquired by the CDF detector. The Z boson

identi�cation is performed reconstruction its leptonic decay in e+e− and µ+µ−

pairs. The jets are reconstructed using the JETCLU cone algorithm. Back-

ground events to the Z + jet are evaluated exploiting both data and MC

samples.

The selected sample is used to perform the Heavy Flavour fraction mea-

surement described in section 6.

5.1 Data and Monte Carlo samples

Data

The data samples analyzed in the present work have been collected exploit-

ing the high-PT electrons and muons trigger paths. The available integrated

luminosity is 2.05 fb−1 for the electron trigger and 1.90 fb−1 for the muon

trigger, collected between February 2002 and May 2007 (run number range:

138425 - 241664).

The ELECTRON_CENTRAL18 trigger path, which requests an electron with ET >

18 GeV, has been used for the research of Z → e+e− events. The cuts applied

by this trigger path are reported in table 5.1. For the research of Z → µ+µ−

events, a set of high-pT muon trigger paths, which request a muon with PT > 18



82 Z+jets events selection

GeV/c in the central muon detectors, has been used. The cuts applied by the

two main high-pT muon trigger paths used (MUON_CMUP18 and MUON_CMX18)

are reported in table 5.2 and 5.4 respectively.

Monte Carlo

The signal Monte Carlo samples have been generated using Alpgen v2.10,

for the ME calculation, and Pythia v6.325 for the PS simulation. The sample

generated are divided according to the parton multiplicity (0, 1, 2, 3 or ≥ 4

partons) and �avour: Z+bb̄+np, Z+cc̄+np and Z+light p. The signal events

are generated in 75-105 GeV/c2 boson invariant mass range. The division in

�avour sub-sample allows for a direct double counting removal of the events

with Heavy Flavour quarks generated by Pythia in the PS simulation, rather

than by Alpgen in the ME calculation. To this purpose, the following procedure

is implemented:

- events with a jet containing a B or C hadron are removed from the

Z + light p samples;

- events with a jet containing a B hadron are removed from the Z+cc̄+Xp

samples.

Further events are generated for Drell-Yan processes Z/γ∗+np in the 20-75

GeV/c2 and 105-600 GeV/c2 ranges for the boson invariant mass (sidebands).

Given that Alpgen generator performs the ME calculation at leading order

(LO), the cross sections evaluated for the subsamples need to be corrected to

match the next-to-leading order (NLO) calculation or the experimental mea-

surement. The ratio between the NLO and LO cross sections for a given

process is the so-called k-factor :

k =
σNLO

σLO

(5.1)

The k-factor is evaluated to be 1.37 for Alpgen+Pythia simulations, and 1.4

when Pythia is used for the whole simulation. All the MC subsamples are then

scaled to the data integrated luminosity L:

wi =
k · σAlpgen

N g
i

· L (5.2)
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Trigger Name Requirements

L1_CEM8_PT8 ≥ 1 trigger tower

ET_CENTRAL ≥ 8 GeV

HAD_EM_CENTRAL ≤ 0.125

(applied only if ET_CENTRAL < 14 GeV)

XFT_PT ≥ 8.34 GeV/c

XFT_LAYERS ≥ 4

XFT_CHARGE = 0

L2_CEM16_PT18 ≥ 1 trigger tower

L2_EM_T ≥ 16 GeV

L2_HAD_EM_RATIO ≤ 0.125

DCAS_HIGH_EM_CENTRAL_SEED ≥ 8 GeV

DCAS_HIGH_EM_CENTRAL_SHOULDER ≥ 7.5 GeV

XFT_PT ≥ 8 GeV/c

ABS_ETA_MAX = 1.317

L3_ELECTRON_CENTRAL18 nEmObj ≥ 1

CalorRegion = 0

CenET > 18 GeV

cenHadEm ≤ 0.125

Ishr ≤ 0.4

cenDeltaZ ≤ 8 cm

ZVert = 2

nTowersHadEm = 3

cenTrackPt ≥ 9.0 GeV/c

Table 5.1: Description of the ELECTRON_CENTRAL18 trigger path

MUON_CMUP18 trigger path

Level 1 L1_CMUP6_PT4

Level 2 L2_AUTO_L1_CMUP6_PT4 (run ≤ 152949)

L2_TRK8_L1_CMUP6_PT4 (152949 < run ≤ 179056)

L2_CMUP6_PT8 (181013 ≤ run ≤ 202717)

L2_CMUP6_PT15 (run ≥ 198428)

Level 3 L3_MUON_CMUP18

Table 5.2: Description of the MUON_CMUP18 trigger path.
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Trigger Name Requirements

L1_EM8_&_MET15 ≥ 1 trigger tower

ET_CENTRAL (or PLUG) ≥ 8 GeV

HAD_EM_CENTRAL (or PLUG) ≤ 0.125

MET ≥ 15 GeV

SUMET_THRESH_CENTRAL (or PLUG) ≥ 1 GeV

L2_CEM16_L1_MET15 L2_EM_ET ≥ 16 (20) GeV

L2_HAD_EM_RATIO ≤ 0.125

DCAS_HIGH_EM_CENTRAL_SEED ≥ 8 GeV

DCAS_HIGH_EM_CENTRAL_SHOULDER ≥ 7.5 GeV

ABS_ETA_MAX = 1.1

L1_MET ≥ 15 GeV

L3_W_NOTRACK_MET25 nEmObj ≥ 1

CalorRegion = 2

CenET (or plug) > 25 GeV

cenHadEm (or plug) ≤ 0.125

nTowersHadEm = 3

MET ≥ 25 GeV

Table 5.3: Path di trigger per il W_NOTRACK

MUON_CMX18 trigger path

Level 1 L1_CMX_PT8_PS1 (run ≤ 152949)

L1_CMX_PT8_CSX(_PS1) (run > 152949)

Level 2 L2_AUTO_L1_CMX6_PT8 (run ≤ 152949)

L2_AUTO_L1_CMX6_PT8_CSX (152525 ≤ run ≤ 179056)

L2_AUTO_L1_CMX6_PT10 (181013 ≤ run ≤ 202717)

L2_L1_CMX6_PT15 (run ≥ 198428)

Level 3 L3_MUON_CMX18

Table 5.4: Description of the MUON_CMX18 trigger path.



5.2 Electron selection 85

where N g
i is the number of events generated for the i subsample (after the

double counting removal) and wi is the weight of the i subsample.

Samples of di-boson events in associated production with partons, (ZZ+np,

ZW + np, WW + np) are simulated using Alpgen+Pythia combination.

Samples of tt̄ events (with mt = 175 GeV/c2) are simulated using Pythia,

and are normalized to the value of the predicted value [28] of the production

cross section σ(pp̄→ tt̄) = 6.7pb.

The selection described in the next sections is applied to both data and

MC samples. The selected MC events are weighted according to the trigger

e�ciency, because the trigger simulation is not implemented for MC samples.

Z boson selection

The identi�cation of the Z boson relies on the reconstruction of its leptonic

decay in e+e− and µ+µ− pairs. In the next sections the procedures for high-PT

electrons and muons identi�cation and the corrections to the Monte Carlo

simulations for trigger and selection e�ciencies, are discussed. The result

of the Z boson selection are presented with the corresponding Monte Carlo

prediction.

5.2 Electron selection

The identi�cation of an electron candidate is based on the reconstruction of

a cluster in the electromagnetic calorimeter. Further information can be added

by a track matching the electromagnetic cluster, reconstructed by the central

tracker (COT) in the central region (|η| < 1), and by the preshower system

(PPR) and the shower max detector (PES) in the plug region (1 < |η| < 3.6).

The reconstructed quantities used to select the electrons are brie�y described

in the following; the corresponding distributions are shown in �gures from 5.1

to 5.6.
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Variable Tight Central Loose Central Plug

Detector CEM CEM PEM

Fiducial Fid=1 Fid=1 -

ET > 18 GeV > 18 GeV > 18 GeV

Conversion No conversion - -

Track |z0| ≤ 60 cm - -

TrkAxSeg ≥ 3 SL with 5 hits SL - -

TrkStSeg ≥ 2 SL with 5 hits SL - -

Track PT ≥ 9 GeV/c ≥ 9 GeV/c -

Had/Em ≤ 0.055 + 0.00045E ≤ 0.055 + 0.00045E ≤ 0.055 + 0.00045E

Iso ET /ET ≤ 0.1 ≤ 0.1 ≤ 0.1

Lshr ≤ 0.2 - -

E/P ≤ 2 unless PT > 50 GeV/c - -

CES |∆z| ≤ 3.0 cm - -

CES q ·∆x −3 ≤ q ·∆x ≤ 1.5 - -

CES χ2
strip ≤ 10 - -

Table 5.5: Summary of the electron selection cuts.

• Calorimetric variables

- ET : projection on the transverse plane (r − φ) of the energy mea-

sured by the calorimeter;

- Had/Em : ratio of the energy deposited by the candidate electron

in the hadronic (Had) and in the electromagnetic (Em) calorimeters

(�gure 5.1). The cut applied on this variable is parametrized as a

function of the electromagnetic energy EEm in order to reduce the

dependence of its e�ciency on the electron energy.

- Isolation : it is a measurement of the calorimetric activity around

the candidate electron (�gure 5.1). For the electron identi�cation,

the isolation is de�ned as:

Isol =
E0.4

T − Ecluster
T

Ecluster
T

(5.3)

where E0.4
T is the sum of the transverse energy of the towers inside

a cone with a radius R = 0.4 around the cluster axis, and Ecluster
T

is the energy of the cluster associated to the candidate electron.
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- Lshr : this variable quanti�es a comparison between the measured

cluster pro�le with the one expected from test-beam data:

Lshr = 0.14 ·
∑

j

Ej − Eexp
j√

(0.14
√
Ei)2 + (∆Eexp

j )2
(5.4)

where Ej is the measured energy in the j tower, E
exp
j is the expected

value for the energy in the j tower, according to a parametrization

based on test-beam data, and the index j runs over the tower close

to the seed tower (�gure 5.2).

- CES χ2
strip : it is the χ

2 of the �t to the energies of the 11 CES strips

associated to a cluster, according to a parametrization extracted

from test-beam data (�gure 5.4).

• Track variables

- TrkAxSeg and TrkStSeg : these are the numbers of axial and

stereo super-layers, respectively, with at least 5 hits (�gure 5.3).

- E/p : ratio of the energy of the calorimetric cluster with the mo-

mentum measured by the central tracker.

- ∆z : separation in the z − φ plane between the position of the

cluster measured by the CES and the extrapolation of the track to

the CES plane (�gure 5.4).

- q · ∆x : separation in the r − φ plane between the position of the

cluster measured by the CES and the extrapolation of the track to

the CES plane, multiplied by the charge of the candidate electron

q (�gure 5.5). The r − φ plane is the bending plane of the mag-

netic �eld produced by the solenoid, so this variable presents an

asymmetric distribution.

In the present analysis three categories of identi�ed electrons are used: tight

and loose in the central region, and plug in the forward region.

The cuts applied for each category of electrons are reported in table 5.5.
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Figure 5.1: Comparison between data (red) and MC (black) of Isolation (left

panel) and Had/Em (right panel) distributions for central electrons. The

arrow indicates the standard identi�cation cut.
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Figure 5.2: Comparison between data (red) and MC (black) of E/p (left panel)

and Lshr (right panel) distributions for central electrons. The arrows indicate

the standard identi�cation cut.
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Figure 5.3: Comparison between data (red) and MC (black) of the number

of axial (left panel) and stereo (right panel) COT segments distributions for

central electrons. The arrows indicate the standard identi�cation cut.
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Figure 5.4: Comparison between data (red) and MC (black) of ∆z (left panel)

and χ2
strip (right panel) distributions for central electrons. The arrows indicate

the standard identi�cation cut.
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Figure 5.5: Comparison between data (red) and MC (black) of q∆x distri-

bution for central electrons. The arrows indicate the standard identi�cation

cut.
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Run range εTracking εCalorimeter

138425 - 212133 0.979 1− 59106 · e−0.70·ET

217990 - 222426 0.958 1− 85036 · e−0.71·ET

222529 - 228596 0.9593 1
1+e−0.5·ET−13.0 · 1

1+e−0.27·ET

228664 - 241664 0.9596 1
1+e−1.38·ET−17.88

Table 5.6: Summary of the tracking (εTracking) and calorimetric

(εCalorimeter)e�ciencies for the ELECTRON_CENTRAL18 trigger path.

5.2.1 Electron trigger e�ciency

The standard method adopted by CDF to measure the trigger e�ciency

exploits an unbiased data sample, acquired with an independent trigger. The

trigger ELECTRON_CENTRAL18, used for the present analysis, exploits both track-

ing and calorimetric information, and the corresponding contributions to the

trigger e�ciency can be evaluated separately.

The tracking e�ciency can be evaluated in a data sample acquired with a

trigger path which implements the same calorimeter requests of the ELECTRON_CENTRAL18,

and has no requests on tracking quantities. A suitable trigger for this study

is W_NOTRACK, described in table 5.3. The tracking e�ciency varies with

the η of the calorimetric cluster, as shown in �gure 5.7. This dependence

is ignored in the present analysis, and the resulting systematic uncertainty

(∼ 1.5%) on signal MC normalization is included in the uncertainty on the

integrated luminosity measurement (6%).

The calorimetric e�ciency can be evaluated in the tight electrons sample

acquired with the ELECTRON_CENTRAL18 trigger. Due to the structure of the

tower clustering algorithm implemented in the level 2 of this trigger path, the

calorimetric e�ciency is a function of the electron transverse energy, as shown

in �gure 5.8, and it is parametrized with an exponential function.

The values of the tracking and calorimetric e�ciencies of the ELECTRON_CENTRAL18

trigger path used in the present analysis are reported in table 5.6, according

to the application run range. The total trigger e�ciency for a cental event is

εetrig = εTracking · εCalorimeter (5.5)
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Run range Tight Loose (non-Tight) Plug

138425 - 186598 0.991 1.001 0.939

190697 - 203799 0.985 1.003 0.941

203819 - 222426 0.974 0.996 0.924

222529 - 228596 0.978 0.996 0.919

228664 - 241664 0.978 0.996 0.915

Table 5.7: Identi�cation e�ciency scale factors for di�erent run ranges and

non-overlapping electron categories. The slightly decreasing trend is related

to the increasing istantaneous luminosity delivered by Tevatron.

5.2.2 Electron selection e�ciency

The procedure used by CDF collaboration to evaluate the selection e�-

ciency of the di�erent electron categories is based on a very pure Z → e+e−

sample. These events are identi�ed through the reconstruction of a pair of

candidate electrons with invariant mass in a narrow window around the Z

mass (76-106 GeV/c2), with the �rst one satisfying very tight identi�cation

cuts. The second electron is then exploited for the evaluation of the selection

e�ciencies for the di�erent set of cuts.

Any disagreement between data and Monte Carlo simulation can re�ects in

a di�erent value of the selection e�ciencies. The standard correction procedure

adopted by the CDF collaboration relies on the evaluation of scale factors to

reconcile the selection e�ciencies measured in MC simulation with the ones

measured in data samples:

SF =
εData
sel

εMC
sel

(5.6)

The scale factors are evaluated for non-overlapping categories, therefore the

tight electrons are removed from the loose sample. The scale factors applied

in the present analysis to correct the MC selection are reported in table 5.7.
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Figure 5.7: Tracking e�ciency for ELECTRON_CENTRAL18 trigger as a function

of the η of the calorimetric cluster.

Figure 5.8: Level 2 calorimetric e�ciency for ELECTRON_CENTRAL18 trigger

path, as a function of the electron transverse energy. The measured values

of the e�ciency are reported with the statistical error. The nominal �t is

superimposed to the distribution, together with the systematic variation range
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Figure 5.9: Schematic draw of events with two central electrons and with one

central and one forward electron.

5.2.3 Z → e+e− events selection

Events with a Z boson decaying in an electron-positron pair are identi�ed

according to the following requests:

• a �rst e+/− satisfying tight cuts;

• a second e+/− satisfying loose or plug cuts;

• the invariant mass of the lepton pair in the 66-116 GeV/c2 range.

No explicit opposite-charge request is applied to the lepton pair given the low

electron charge identi�cation e�ciency in the central region of the detector,

and to the absence of the reconstructed track in the forward region.

According to the set of cuts satis�ed by the second lepton, the selected events

can be divided in central-central (CC) and central-plug (or central-forward)

(CP), as schematically shown in �gure 5.9.

The same selection is applied to both data and MC samples. Given that the

MC simulation does not include the trigger simulation, each selected MC event

is weighted according to the combined trigger e�ciency of the two leptons. In

CC events, both the electrons can �re the trigger, so the combined trigger



94 Z+jets events selection

e�ciency εtrig
CC is given by

εtrig
CC = 1− (1− εtrig

1 ) · (1− εtrig
2 ) (5.7)

where εtrig
1 and εtrig

2 are the trigger e�ciencies for the selected central electrons,

evaluated event by event according to the scheme in section 5.2.1. On the other

hand, in CP events only the tight electron hits the detector in the central

region, therefore the trigger e�ciency εtrig
CP is given by

εtrig
CP = εtrig

tight (5.8)

Also the selection e�ciency of the Z → e+e− events can be evaluated

combining the selection e�ciencies of the selected leptons. The CC events can

be divided in two categories according to the set of cut satis�ed by the second

lepton: tight or loose-non-tight. Combining these two categories, the selection

e�ciency for CC events εselCC results

εselCC = εseltight · εseltight + 2εselloose · (εselloose − εseltight) (5.9)

The combined selection e�ciency for CP events is given by

εselCP = εseltight · εselplug (5.10)

The selection e�ciency scale factors for CC and CP events respectively are

given by:

SFCC = SFtight · SFloose−non−tight (5.11)

SFCP = SFtight · SFplug (5.12)

5.2.4 Electron energy scale

Any miscalibration of the electron absolute energy scale modi�es the in-

variant mass of the selected lepton pair. The measured invariant mass of the

candidate Z boson is corrected both in data and MC simulation according to

the procedure described in the following. Considering the four-momentum of
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the selected leptons:

−→e1 = (E1, p
x
1 , p

y
1, p

z
1) (5.13)

−→e2 = (E2, p
x
2 , p

y
2, p

z
2) (5.14)

the invariant mass of the lepton pair can be expressed as

Mee =
√

(E1 + E2)2 − (px
1 + px

2)
2 − (py

1 + py
2)

2 − (pz
1 + pz

2)
2 (5.15)

=
√

2E1E2(1− (cosφ1 · cosφ2 + sinφ1 · sinφ2) · sinθ1 · sinθ2 − cosθ1 · cosθ2)
(5.16)

=
√

2E1E2 · f(φ1, θ1, φ2, θ2) (5.17)

where φ and θ are the polar and azimuthal angle respectively in the CDF

detector reference frame. The reconstructed invariant mass can be scaled to

the Z boson mass through a factor α :

MZ = α ·Mee =
√

2 · α2 · E1E2 · f(φ1, θ1, φ2, θ2) (5.18)

The α2 factor can be expressed as a product of two scaling factors (K1 ·K2)

for the energies of the two leptons:

E ′
1 = K1 · E1 (5.19)

E ′
2 = K2 · E2 (5.20)

Assuming a constant values of the energy scale factor for central (Kc) and plug

(Kp) electrons, the equation 5.18 becomes for CC events:

MZ =
√

2 ·K2
c · E1E2 · f(φ1, θ1, φ2, θ2) (5.21)

and for CP events:

MZ =
√

2 ·Kc ·Kp · E1E2 · f(φ1, θ1, φ2, θ2) (5.22)

Substituting 5.17 in 5.21 and 5.22 for CC and CP events respectively:

MZ = Kc ·MCC
ee (5.23)

MZ =
√
Kc ·Kp ·MCP

ee (5.24)
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Figure 5.10: Distribution of the e+e− invariant mass (Mee) for central-central

events in data (left panel) and MC (right panel). A gaussian �t in the 86-98

GeV/c2 range is superimposed.
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Figure 5.11: Distribution of the e+e− invariant mass (Mee) for central-plug

events in data (left panel) and MC (right panel). A gaussian �t in the 86-98

GeV/c2 range is superimposed.

η range MC Data

-2.80 < ηe < -1.78 0.998 1.004

-1.78 < ηe < -1.20 0.996 1.004

-1.00 < ηe < 1.00 0.996 1.002

1.20 < ηe < 1.78 0.996 1.004

1.78 < ηe < 2.80 0.998 1.004

Table 5.8: Electron energy scale factors for data and Monte Carlo simulation,

evaluated in di�erent electron η ranges.
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Resolving 5.23 and 5.24 for Kc and Kp:

Kc =
MZ

MCC
ee

(5.25)

Kp =
MZ ·MCC

ee

(MCP
ee )2

(5.26)

The values of MCC
ee and MCP

ee are then extracted from a gaussian �t to the

distribution of the invariant mass of the selected lepton pair for CC and CP

events, in the 86-98 GeV/c2 range and for di�erent electron η ranges, as shown

in �gures 5.10 and 5.11. The electron energy scale factors are evaluated both

in data and MC simulation (table 5.8), and applied in the selection procedure.

5.2.5 Background to Z → e+e− events

The main source of background events for the Z → e+e− process is repre-

sented by QCD or W + jets events in which one or more jets are reconstructed

as electrons. Other appreciable sources of background events come from those

processes involving a real Z boson or in which two leptons can be produced

with invariant mass close to Z mass, like di-boson (ZZ, ZW and WW ) and

tt̄ events.

QCD and W + jet

The QCD and W + jet events, with the W decaying in eν, are the main

background to the Z + jet signal. In both cases one or more jets can be

misidenti�ed as electrons (fake electrons), generating a signature similar to

signal.

The procedure used to evaluate this kind of background is data driven. The

probability of a jet to be reconstructed as an electron is quanti�ed by the fake

rate, that is de�ned as

fake rate(λ) =
number of selected jets according the λ selection cuts

number of jets in the control sample

where λ is the set of electron selection cuts applied (tight, loose or plug). The

control sample is de�ned as:
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Figure 5.12: Fake rate as a function of the jet transverse energy, measured in

the inclusive jet samples for the central (left panel) and plug (right panel) jets.

Figure 5.13: Average fake rate as a function of the jet transverse energy, with

the exponential �t superimposed, for the central (left panel) and plug (right

panel) jets.

Figure 5.14: Distribution of the ratio of the fake electron energy and the

corresponding jet energy, with a gaussian �t superimposed.
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- the number of central jets (|η| < 1) containing at least a track with

PT > 9 GeV/c, for the tight or loose electrons;

- the number of forward jets (1.2 < |η| < 2.8) for the plug electrons.

The fake rate is evaluated on the inclusive jet samples acquired with the

JET20, JET50, JET70 and JET100 trigger paths, that ask for a jet in the event

with a transverse energy of at least 20, 50, 70 or 100 GeV respectively. The

fake rates, measured in the inclusive jet samples, are shown in �gure 5.12 as

a function of the jet transverse energy. The average fake rate is parametrized

with an exponential function of the jet transverse energy (c+a·eb·ET ), as shown

in �gure 5.13, both for central and plug jets. A 50% systematic uncertainty

is associated to the fake rate and it is evaluated from the variation of the

measured fake rate over the di�erent jet samples (di�erent jet trigger paths).

The QCD andW +jet background is then evaluated from the data sample:

for events with only one central electron, all the possible combination with a

jet satisfying the electron kinematic requests are considered. The combination

with an electron-jet invariant mass in the 66-116 GeV/c2 range are used for

the background evaluation with a weight given by the fake rate of the selected

jet.

Electron and jet candidates are reconstructed according to di�erent algo-

rithms. This implies that a the energy of fake electron is smaller than the

energy of the corresponding jet, as shown in �gure 5.14. Therefore for every

selected electron-jet pair, the jet energy need to be corrected by a factor:

ξ =
Ejet as a fake electron

Ejet

= 0.89 (5.27)

This scale factor is extracted from a gaussian �t to the distribution of the ratio

of the fake electron energy and the corresponding jet energy (�gure 5.14).

Top and di-boson background

The contribution to the background of ZZ, ZW , WW and tt̄ processes

is evaluated exploiting Monte Carlo simulations. The full selection chain is

applied to the simulated samples, and the selected events are normalized to
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the data integrated luminosity. The di-boson samples are generated by Alp-

gen+Pythia combination (section 1.4), while the top sample is generated by

Pythia, assuming a top quark mass mt = 175 GeV/c2. The NLO production

cross section is used to normalize the di-boson and tt̄ samples.

The uncertainties on the normalization of the backgrounds due to di-boson

and tt̄ are estimated to be ±20%. These uncertainties include the NLO cross

section indetermination estimated by varying the factorization scale by a factor

two ([28]), the cross section uncertainty due to the indetermination on the top

quark mass.

5.3 Muon selection

The identi�cation of a muon candidate is based on the reconstruction of

a track with an associate calorimetric deposit compatible with a minimum

ionizing particle. Further information can be added by the matching of the

track with the track segment (stub) reconstructed by the CMUP (|η| < 0.7) or

the CMX (0.7 < |η| < 1) detector. A candidate muon with no matched stub

in the muon system is de�ned as stubless muon. The reconstructed quantities

used to select the muons are brie�y described in the following.

• Track variables

� PT : projection on the transverse plane (r−φ) of the track momen-
tum measured by the COT;

� TrkAxSeg and TrkStSeg : these are the numbers of axial and

stereo super-layers, respectively, with at least 5 hits.

� d0 : it is the impact parameter of the track in the transverse plane

(r − φ), corrected after the o�ine reconstruction of the beam line

position; the resolution on the impact parameter for tracks calcu-

lated exploiting also hits recorded by the silicon vertex detector is

∼ 40µm; if the track has no silicon hits attached, the request on

this variable is looser;
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Variable CMUP CMX

Cosmic No tag No

pT > 20 GeV/c > 20 GeV/c

Track |z0| < 60 cm < 60 cm

# COT hits > 0 > 0

EEm < 2 + max
(
0, (p− 100)0.0115

)
GeV < 2 + max

(
0, (p− 100)0.0115

)
GeV

EHad < 6 + max
(
0, (p− 100)0.028

)
GeV < 6 + max

(
0, (p− 100)0.028

)
GeV

Iso/pT < 0.1 < 0.1

Tracknoslhits d0 < 0.2 cm < 0.2 cm

Tracksislhits d0 < 0.02 cm < 0.02 cm

TrkAxSeg ≥ 2 SL with 5 hits/SL ≥ 2 SL with 5 hits/SL

TrkStSeg ≥ 2 SL with 5 hits/SL ≥ 2 SL with 5 hits/SL

∆xCMU < 7 cm -

∆xCMP < 5 cm -

∆xCMX - < 6 cm

ρCOT - > 140 cm

Table 5.9: Summary of the cuts used to select muon candidates with a stub in

the CMUP or CMX sub-detectors.

Variable Stubless

Cosmic No tag

pT > 20 GeV/c

Track |z0| < 60 cm

# COT hits > 0

EEm < 2 + max
(
0, (p− 100)0.0115

)
GeV

EHad < 6 + max
(
0, (p− 100)0.028

)
GeV

Iso/pT < 0.1

EEm + EHad > 0.1

TrkAxSeg ≥ 2 Axial SL with 5 hits/SL

TrkStSeg ≥ 2 Sterei SL with 5hits/SL

Tracknoslhits d0 < 0.2 cm

Tracksislhits d0 < 0.02 cm

Table 5.10: Summary of the cuts used to select muon candidates reconstructed

without a stub in the muon detectors (stubless muons).
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Figure 5.15: The calorimetric isolation of a candidate muon is evaluated con-

sidering the energy deposits of the towers included in a R = 0.4 cone.

� z0 : it is the position along the z axis of the point of closest approach

of the track to the beam line;

� ∆xCMU, CMP, CMX : separation between the stub and the track ex-

trapolated respectively to the CMU, CMP and CMX detector plane.

� ρCOT : it is the distance from the beam line at which the track

crosses one of the endcap planes of the COT.

• Calorimetric variables

� Eem, Ehad : energy deposited by the candidate muon in the electro-

magnetic (Eem) and hadronic (Ehad) calorimeters. The cut applied

on these variables are parametrized as a function of the track mo-

mentum.

� Isolation : it is a measurement of the calorimetric activity around

the candidate muon. For the muon identi�cation, the isolation is

de�ned as:

Isol =
1

PT

( ∑
R<0.4

Ei
T − Eµ

T

)
(5.28)
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where Ei
T is the transverse energy of the i-th tower, Eµ

T is the trans-

verse energy deposited in the tower crossed by the track and PT is

the track momentum. The sum is performed over all the towers

inside a cone with a radius R =
√

(∆η)2 + (∆φ)2 = 0.4 around the

track direction, as shown in �gure 5.15. The request on isolation

increases the separation between isolated muons coming from vec-

tor bosons decay and muons produced in a semileptonic decay of a

hadron.

The candidate muons are divided in categories (CMUP, CMX, Stubless)

according to the set of cuts they satisfy, as reported in table 5.9.

The distributions of the quantities used for the muon identi�cation are

shown in the �gure from 5.16 to 5.23, compared with the corresponding MC

prediction.

5.3.1 Muon trigger e�ciency

The procedure used by CDF collaboration to evaluate the trigger e�ciency

of the high-PT muon triggers is based on a very pure Z → µ+µ− sample. These

events are identi�ed through the reconstruction of a pair of identi�ed CMUP

or CMX muons with invariant mass in a narrow window around the Z mass

(76-106 GeV/c2), and with |z(1)
0 − z

(2)
0 | < 4cm. Furthermore at least one muon

must satisfy the trigger requests. The other muon is then exploited for the

evaluation of the trigger e�ciencies for the high-PT trigger paths.

In the latest data taking periods the standard high-PT CMX trigger has

been substituted by a set of trigger paths with features more suitable to the

increasing instantaneous luminosity provided by Tevatron. The new CMX

trigger paths are dynamically prescaled or enabled only when the instantaneous

luminosity decreases under certain thresholds. These features increase the

uncertainty on the evaluation of the integrated luminosity acquired with the

new version of the high-PT CMX muon triggers. Nevertheless the application

of these new trigger paths is limited to the last period of data taking, and the
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Figure 5.16: Comparison between data (red) and MC (black) of the Isolation

distributions for CMUP (left panel) and CMX (right panel) muons. The arrows

indicate the standard identi�cation cut.
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Figure 5.17: Comparison between data (red) and MC (black) of the distri-

butions of the energy released in the electromagnetic calorimeter, for CMUP

(left panel) and CMX (right panel) muons. The arrows indicate the standard

identi�cation cut.
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Figure 5.18: Comparison between data (red) and MC (black) of the distribu-

tions of the energy released in the hadronic calorimeter, for CMUP (left panel)

and CMX (right panel) muons. The arrows indicate the standard identi�cation

cut.
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Figure 5.19: Comparison between data (red) and MC (black) of the separation

between the stub and the track extrapolated respectively to the CMU (left

panel), CMP (central panel) and CMX (right panel) detector plane. The

arrows indicate the standard identi�cation cut.
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Figure 5.20: Comparison between data (red) and MC (black) of the impact

parameter distributions of tracks reconstructed with COT and silicon hits, for

CMUP (left panel) and CMX (right panel) muons. The arrows indicate the

standard identi�cation cut.
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Figure 5.21: Comparison between data (red) and MC (black) of the impact

parameter distributions of tracks reconstructed with no silicon hits, for CMUP

(left panel) and CMX (right panel) muons. The arrows indicate the standard

identi�cation cut.
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Figure 5.22: Comparison between data (red) and MC (black) of the number of

axial COT super-layers with at least 5 hits, distributions for CMUP (left panel)

and CMX (right panel) muons. The arrows indicate the standard identi�cation

cut.
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Figure 5.23: Comparison between data (red) and MC (black) of the num-

ber of stereo COT super-layers with at least 5 hits, distributions for CMUP

(left panel) and CMX (right panel) muons. The arrows indicate the standard

identi�cation cut.

138425 190697 222526 228664

Trigger path → 186598 → 222426 → 228596 → 241664

MUON_CMUP18 0.9015 0.9173 0.9298 0.9247

MUON_CMX18 0.9665 0.9527 - -

MUON_CMX18_L2_PT15 - - 0.8786 -

MUON_CMX18_L2_PT15_LUMI_200 - - 0.8097 -

MUON_CMX18_L2_LOOSE_LUMI_200 - - 0.8520 0.8843

MUON_CMX18_LUMI_250 - - 0.8526 0.8928

Table 5.11: Summary of the trigger e�ciencies for the high-PT muon trigger

paths.
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impact on the background normalization has been checked to be negligible for

the present analysis.

The values of the trigger e�ciency of the high-PT muon trigger paths used

in the present analysis are reported in table 5.11 according to the application

run range.

5.3.2 Muon selection e�ciency

The procedure used by CDF collaboration to evaluate the selection e�-

ciency of the di�erent muon categories is based on pure Z → µ+µ− sample.

These events are identi�ed through the reconstruction of a pair of identi�ed

muons with invariant mass in a narrow window around the Z mass (76-106

GeV/c2), and with |z(1)
0 −z(2)

0 | < 4cm. Furthermore the �rst muon must satisfy

the CMUP or CMX requests reported in table 5.9. The other muon is then

exploited for the evaluation of the selection e�ciencies of the di�erent set of

selection cuts.

Any eventual disagreement between data and Monte Carlo simulation can

re�ects in a di�erent value of the selection e�ciencies. The standard correction

procedure adopted by the CDF collaboration relies on the evaluation of scale

factors to reconcile the selection e�ciencies measured in MC simulation with

the ones measured in data samples:

SF =
εData
sel

εMC
sel

(5.29)

The scale factors applied in the present analysis to correct the MC selection

are reported in table 5.12.

5.3.3 Z → µ+µ− events selection

Events with a Z boson decaying in an muon pair are identi�ed according

to the following requests:

• a �rst µ+/− satisfying CMUP or CMX cuts;

• a second µ+/− satisfying CMUP, CMX or Stubless cuts;
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Run range CMUP CMX (Arches) CMX (Miniskirt and Keystone) Stubless

138425 - 186598 0.9360 1.0098 - 1.0358

190697 - 203799 0.9257 0.9927 0.9159 1.0358

203819 - 222426 0.9257 0.9927 0.9159 1.0358

222529 - 228596 0.9402 0.9370 1.0065 1.0358

228664 - 241664 0.9964 0.9370 1.0038 1.0358

Table 5.12: Identi�cation e�ciency scale factors for muon categories in dif-

ferent run ranges. The CMX muons are divided in two subcategories (Arches

and Miniskirt and Keystone), according to the sub-detector in which they are

reconstructed.

• the two selected muons must have opposite charge;

• the invariant mass of the lepton pair in the 66-116 GeV/c2 range.

The same selection is applied to both data and MC samples. Given that the

MC simulation does not include the trigger simulation, each selected MC event

is weighted according to the combined trigger e�ciency of the two leptons. In

events in which both muons have a reconstructed stub, the combined trigger

e�ciency εtrig is evaluated as

εtrig = 1− (1− εtrig
1 ) · (1− εtrig

2 ) (5.30)

where εtrig
1,2 are the muons trigger e�ciencies. In events in which only the �rst

muon has a reconstructed stub, the trigger e�ciency is given by

εtrig = εtrig
1 (5.31)

Also the selection e�ciency of the Z → µ+µ− events can be evaluated

combining the selection e�ciencies of the selected leptons. Given that the

muon categories are non-overlapping, the combined selection e�ciency for Z →
µ+µ− events is given by

εsel = εsel2 · εsel2 (5.32)

and selection e�ciency scale factor is then given by:

SF = SF1 · SF2 (5.33)
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5.3.4 Background to Z → µ+µ− events

The sources of background events for the Z → µ+µ− process are the QCD

or W + jets events, in which one or more jets are reconstructed as electrons,

and other a processes with a real Z boson or in which the leptonic decay can

mimic the decay of a Z boson, like the di-boson (ZZ, ZW and WW ) and the

tt̄ events.

QCD and W + jet

Muon pairs produced in QCD and W + jet events have approximately the

same probability to have same or opposite charge. The background contribu-

tion from these processes, can then be evaluated asking same charge muons

in the Z selection. This background component is much reduced respect to

the Z → e+e− case. Furthermore in the muon case, the background sample

is built of few events with unit weight, while in the electron case it is built of

many events with very small weight. For these reasons the QCD and W + jet

background distributions for Z → µ+µ− events are less smooth respect to the

corresponding distributions for the electron decay (see �gure 5.26).

Top and di-boson background

The contribution to the background of ZZ, ZW , WW and tt̄ processes

is evaluated exploiting the MC simulation. The full selection chain is applied

to the simulated samples, and the selected events are normalized to the data

integrated luminosity. The di-boson samples are generated by Alpgen+Pythia

combination (section 1.4), while the top sample is generated by Pythia, assum-

ing a top quark mass mt = 175 GeV/c2. The NLO production cross section is

used to normalize the di-boson and tt̄ samples.

The uncertainties on the normalization of the backgrounds due to di-boson

and tt̄ are estimated to be ±20%. These uncertainties include the NLO cross

section indetermination estimated by varying the factorization scale by a factor

two ([28]), the cross section uncertainty due to the indetermination on the top

quark mass.
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5.4 Z boson selection results

A summary of the events selected in signal MC and in the background

samples is reported in table 5.13, compared with the number of events selected

in data. The uncertainty associated to the signal+background prediction is

mainly due to the uncertainty on the integrated luminosity measurement (6%),

and includes the contributions of the systematic uncertainty on the trigger

e�ciency and the uncertainties on the background estimations.

The total invariant mass distribution of the reconstructed Z bosons in both

the e+e− and µ+µ− decay channels is shown in �gure 5.24. The invariant mass

distributions of the reconstructed Z → e+e− and Z → µ+µ− events are shown

in �gure 5.25 and 5.26 respectively.

5.5 Anti-top cuts

The top events represent the main background for Z + b events. In fact

the top quark always decays in a b quark and a W boson (t → bW ). In case

of leptonic decay of the W boson (W → lν), the tt̄ event can easily fake the

Z + b signature. The expected production cross section for tt̄ events with two

charged leptons in the �nal state is given by

σ(tt̄) ·BR(W → lν) ·BR(W → lν) ' 0.08pb (5.34)

to be compared with the production cross section predicted for Z + b events,

with the Z boson decaying in two leptons

σ(Z + b) ·BR(Z → e+e−) ' 0.54pb. (5.35)

The backgroung expected from tt̄ production is then ∼ 15% of the of the

Z + b signal. The indetermination on the normalization of this background

component is then one on the main sources of systematic uncertainty for the

measurement of the Z + b cross section.

Speci�c requests are implemented in the events selection to reduce the top

background. In �gure 5.27 the MC distributions of Z+jet and tt̄ events in the



5.5 Anti-top cuts 111

)2Invariant mass (GeV/c
50 60 70 80 90 100 110 120 130 140

E
n

tr
ie

s

-110

1

10

210

310

410

50 60 70 80 90 100 110 120 130 140
-110

1

10

210

310

410

-1Data 2 fb
QCD & W+j
tt

WW+WZ+ZZ
tot MC

Figure 5.24: Invariant mass of the lepton pair for events in which a Z boson

is reconstructed in both electron and muon decay.

Process Z → e+e− Z → µ+µ− Total

QCD and W + jet 810 ± 410 240 ± 120 1050 ± 530

tt̄ 50 ± 10 48 ± 10 98 ± 20

ZZ, ZW , WW 74 ± 15 57 ± 11 131 ± 26

signal MC 129500 ± 7800 78100 ± 4700 207600 ± 12500

Total MC 130500 ± 7800 78500 ± 4700 209000 ± 12500

Data 129196 80733 209929

Table 5.13: Number of candidate Z → e+e− and Z → µ+µ− events selected

in signal and background MC samples. The QCD and W + jet background is

evaluated on data.
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Figure 5.25: Invariant mass of the e+e− pair for events in which a Z boson is

reconstructed by its electron decay.
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Figure 5.26: Invariant mass of the µ+µ− pair for events in which a Z boson is

reconstructed by its muon decay.
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Figure 5.27: Scatter plot of the MET distribution versus the HT , for Z + jet

(red) and tt̄ (green) simulated events. The blue lines represent the anti-top

cuts.

HT −MET plane are compared, where MET is the missing transverse energy

of the event and HT is the scalar transverse energy, i.e. the scalar sum of the

MET with the transverse energy of all the electrons, muons and jets identi�ed

in the event. The tt̄ events with two charged leptons in the �nal state are

characterized by high values of MET and HT because of the two neutrinos in

the �nal state and the high jet multiplicity of the decay. Events are removed

from the selected Z sample if HT > 150GeV and MET > 25GeV. These

requirements reduce the tt̄ background by 87.5%, whilst reducing the Z + jet

signal by 2%, regardless of the jet �avour.
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Figure 5.28: Calorimeter response to jets: uncorrected (left) and corrected

(right) by di-jet balance. Events from the Phythia and Herwig generators are

compared to data.

5.6 Z + jet events selection

The Z+jet sample is extracted from the events containing a reconstructed

Z boson and satisfying the anti-top cuts. The hadronic jets are reconstructed

using the JETCLU algorithm, described in section 1.3.1, with a R1 = 0.4 cone

radius.

The procedure developed by the CDF collaboration to correct the energy

of the reconstructed jets for detector e�ects is described in section 5.6.1. In

section 5.6.2 the jet selection strategy and the Z + jet selected sample are

presented.

5.6.1 Jet corrections

The calorimeter tower response to energy deposits is calibrated on test-

beam or during the experiment using particles of known momentum.

However detector e�ects (for example, non linearities as e/h ratios, leakage,

etc) or physics e�ects (for example out of cone energy, unclustered energy, etc)

tend to degrade the parton four-momentum when passing to the calorimeter

level. Consequently several corrections are needed.

The di�erent corrections to jet energies are organized in levels and applied

in sequence each one to the output of the previous one.

1R =
√

(∆η)2 + (∆φ)2
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Figure 5.29: Left: absolute jet energy correction. Right: Out of Cone jet

energy correction. Both corrections are plotted as functions of jet transverse

momentum. The bounds are the size of the systematic error (1σ).

Level 0: these corrections are applied in the CEM to set the overall energy scale

with electrons resulting from the Z0 boson decay. The the same cali-

bration is performed in CHA and WHA via J/ψ electrons about every

40 pb−1 of collected data. 60Co radioactive sources and laser beams allow

to transport the relative calibration to the entire calorimeter volume.

Level 1 are relative corrections. The η dependence of jet energy is corrected

for. The di�erences are due to uninstrumented regions, di�erent amount

of material in the tracking volume and in the calorimeters, di�erent re-

sponses by detector built with di�erent technologies. The di-jet balance

technique is applied. Events with exactly two jets are selected, of which

one is called trigger and is in the region 0.2 < |η| < 0.6 where the re-

sponse of the calorimeter is well understood, the other one is called probe.

The correction consists in modifying the probe jet transverse energy in

order to balance the transverse energy of the trigger. A plot of the un-

corrected (left) response and of the corrected response by di-jet balance

(right) is reported in �gure 5.28.

Levels 2 and 3 are not in use any more. Level 2 was used in Run 1 to correct for time

depending variations in gain of the plug gas calorimeters. The level 3

was taking into account the di�erences between Run 1 and Run 2. These
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Figure 5.30: Systematic error in the jet energy measurement as the quadratic

sum of the di�erent contributions as described in the text.

di�erences are presently accounted for by the new generations of the jet

reconstruction software.

Level 4 are multiple pp̄ interactions corrections and are used to take into

account the multiple pp̄ interactions in the same bunch crossing: if more

than one proton is interacting, the measured jet energy increases. The

correction is derived from minimum bias data and it is parameterized as

a function of the number of interaction vertexes in the recorded event.

Level 5: absolute corrections. They correct the jet energy measured in the

calorimeter for non-linear response of the CEM, for energy loss due to

low-energy particles that couldn't reach the calorimeter or are lost in

cracks. The correction is derived by comparing the same MC events at

calorimeter level and at particle level as a function of pT . Figure 5.29,
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Process Z(e+e−) + j Z(µ+µ−) + j Total

QCD and W + jet 69 ± 35 6 ± 3.0 75 ± 38

tt̄ 3.56 ± 0.68 3.13 ± 0.60 6.69 ± 1.3

ZZ, ZW , WW 26.1 ± 5.0 20.1 ± 3.9 46.2 ± 8.9

signal MC 10860 ± 630 7570 ± 440 18430 ± 1100

Total MC 10960 ± 630 7600 ± 440 18560 ± 1100

Data 11119 7926 19045

Table 5.14: Number of candidate Z+jet events with the Z boson reconstructed

in both e+e− and µ+µ− pairs, selected in data and MC samples. The QCD

and W + jet background is evaluated on data.

left, shows this correction as a function of the jet transverse momentum.

Level 6: underlying event corrections are intended to remove the energy con-

tributed by the underlying event, which is due to spectator partons and

can contribute to a jet cluster.

Level 7 is the correction for the out of cone (OOC) energy. It adds to the

jets the energy lost for leaked prongs outside the clustering cone (up to

R = 1.3). Figure 5.29, right, shows the out of cone correction and its

systematic error as a function of PT .

Level 8: splash out corrects for the additional energy lost outside the R = 1.3

cone.

Figure 5.30 shows the entire set of systematic errors in measuring the jet

energy. The (quadratic) sum of all contribution is shown as a black thick curve.

5.6.2 Jet selection

In events with a reconstructed Z boson the hadronic jet candidates are se-

lected in order to provide a suitable sample for the determination of the Heavy

Flavour fractions. For the present analysis the absolute correction (level 5 of



118 Z+jets events selection

)2Z_inv_mass_scaled (GeV/c
70 75 80 85 90 95 100 105 110 115

E
n

tr
ie

s

-110

1

10

210

310

70 75 80 85 90 95 100 105 110 115

-110

1

10

210

310

-1Data 2 fb
QCD & W+j
tt

WW+WZ+ZZ
tot MC

Figure 5.31: Invariant mass of the lepton pair for events with a reconstructed

Z boson and at least one jet.
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Figure 5.32: Transverse energy distribution of the leading jet for events with

a reconstructed Z boson and at least one jet.
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the jet corrections described in section 5.6.1) is applied to the jet energy. Fur-

thermore only central jets (|η| < 1.5) are selected to exploit the high e�ciency

region of the tracking system for the Heavy Flavour identi�cation.

Selected jets must satisfy the following requests:

• EL5
T > 20 GeV;

• |η| < 1.5;

• ∆R(jet, lepton) > 0.4 for each lepton identi�ed as a Z boson decay

product.

A summary of the events selected in signal MC and in the background samples

is reported in table 5.14, compared with the number of events selected in data.

The uncertainty associated to the signal+background prediction is mainly due

to the uncertainty on the integrated luminosity measurement (6%), and in-

cludes the contributions of the systematic uncertainty on the trigger e�ciency

and the uncertainties on the background estimations.

The selected jet with the highest EL5
T in the event is called the leading jet.

The invariant mass distributions of the selected lepton pair for events with at

least one selected jet is shown in �gure 5.31. The distributions of the EL5
T , η,

and φ of the leading jet for events with a reconstructed Z boson are shown in

�gure 5.32, 5.33 and 5.34 respectively.

In the following sections, if not otherwise speci�ed, the absolute correction

is assumed for the jet transverse energy.
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Figure 5.33: Pseudo-rapidity distribution of the leading jet for events with a

reconstructed Z boson and at least one jet.
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Figure 5.34: Polar angle distribution of the leading jet for events with a recon-

structed Z boson and at least one jet.



Chapter 6

Heavy Flavour fraction

measurement

The selection described in chapter 5 provides a sample of events with a Z

boson produced in association with at a least one jet. Exploiting the features

of the new Neural Network tagger it is possible to determine the �avour com-

position of the leading jet distribution through a binned Likelihood �t to the

tagger spectra of the data. The information extracted by the �t procedure is

then used to calculate the production cross section of events with a b leading

jet produced in association with a Z boson in pp̄ collisions.

The procedure for deriving MC templates suitable to perform the measure-

ment is presented in section 6.1. The �tting procedure to extract the �avour

composition of the selected jet sample is presented in section 6.2. Due to the

dependence of the detector and tagger e�ciencies on the jet �avour, the �avour

fractions measured by the �t procedure are di�erent from the ones produced

in the pp̄ interaction. The corrections applied to calculate the Heavy Flavour

fractions at production level and the result of the measurement are presented

in section 6.3. A review of the systematics errors is presented in sections 6.4.

Finally future improvements of this study and application to a wider range of

analysis of the developed techniques are brie�y discussed in section 6.5.
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6.1 Neural Network distribution for Z+jets events

In �gure 6.1 is reported the Neural Network output distribution for leading

jets in events with a reconstructed Z boson. The data distribution is compared

with the Alpgen MC prediction, showing a good agreement between data and

simulation.

The Neural Network output distribution for background events is evaluated

on MC for di-boson and top samples, while it is extracted directly from data

for QCD and W + jet events, as described in chapter 5. This background

component is much reduced in muon decay channel, with respect to the electron

one. Furthermore, as described in section 5.3.4, the fake muon distributions

are estimated through a di�erent technique with respect to the electron ones.

The background composition is reported in table 6.1. The application of the

anti-top cuts, described in section 5.5, ensures that the selected data sample

is largely dominated by the Z + jets signal even in the region of high values

of the Neural Network output, where the Z + b events gather.

6.1.1 Identi�cation E�ciency

The identi�cation e�ciency is de�ned as the fraction of the selected jets

with a de�ned output for the Neural Network tagger. Possible di�erences

in identi�cation e�ciency between data and MC a�ect the normalization of

the MC-based background estimations (top and di-boson), which need to be

Z + j di-boson top QCD and W + jet data Alpgen prediction

Z → e+e− 19.5 3.0 26.1 7931 7846.5

Z → µ+µ− 15.4 2.7 4 5628 5466.9

total 34.9 5.7 30.1 13559 13313.4

Table 6.1: Background composition for identi�able leading jet reconstructed

in Z + jet events, divided by background source and Z boson decay channel.

In the last columns are reported the events yields respectively in data and

Alpgen MC sample.
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Figure 6.1: Comparison of the leading jet Neural Network output distribution

for Z + jet events with the MC prediction. The spikes in the Neural Network

output distribution for QCD and W + jet background events are due to the

the fake muons contribution.

Figure 6.2: Normalized distributions of number of reconstructed vertexes (left)

and number of JetProbability tracks (right) for Z + jet data, compared with

Alpgen MC.



124 Heavy Flavour fraction measurement

corrected by a scale factor (SFie). This scale factor is evaluated both on

calibration di-jet samples and on Z+jet sample, and found to be 0.96 in both

cases.

As presented in section 3.2, a jet is de�ned identi�able if it has at least either

one vertex reconstructed by the new vertexing algorithm or 2 tracks marked

good by the JetProbability tagger. Data and MC distributions of these two

variables are reported in �gure 6.2 for the Z+jet sample. The comparison

shows a good agreement between data and simulation except for low values of

the JetProbability good tracks distribution.

Given that the de�nition of identi�able jet is based on the number of ver-

texes and tracks distributed inside the jet cone, it is expected an higher rate

of identi�ed jets among the Z + hf events, respect to Z + light− jet sample.

The Heavy Flavour fractions in the identi�able jet sample are then altered

respect to their values in the selected Z + jet sample. A technique to correct

the measured fractions for this e�ect is presented in section 6.3.1.

6.1.2 Neural Network Monte Carlo templates

The Neural Network distributions for pure �avour jet (templates) can be

extracted from Alpgen MC samples, after applying the whole selection chain.

As described in chapter 4 an appropriate procedure is adopted to avoid the

double counting of events with Heavy Flavour jets. In particular events with

b − jets are removed from the Z + cc̄ and Z + p samples, and events with

c− jets are removed from the Z + p sample. This procedure assures that the

process of associated production of the Z boson and Heavy Flavour quark has

been evaluated in the Matrix Element calculation performed by Alpgen, and

not in the parton showering simulation performed by Pythia.

Nevertheless it is possible to �nd in the Z + hf samples events in which

the reconstructed leading jet is originated by a quark produced by the parton

showering. To build templates suitable for the fraction �tting procedure, the

simulated events have to be categorized according to the leading jet �avour.

In table 6.2 the di�erent contributions to the Neural Network templates are
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source b− template c− template light− template

Z + bb̄ 100% 1.8% 0.5%

Z + cc̄ - 98.2% 1.6%

Z + p - - 97.9%

Table 6.2: Alpgen MC template composition, divided by source.

summarized. The templates are then built up adding all the available contri-

butions according to the production cross sections of the di�erent sources as

evaluated by Alpgen.

6.1.3 Correction functions for Z+jets events

The MC templates need to be corrected for data-MC disagreement by suit-

able correction functions, as described in section 4.3. The calibration pro-

cedure has been developed exploiting the high-statistic jet samples (trigger

paths JET20 and JET50), and the corresponding MC samples. These calibra-

tion samples have been re-weighted in order to reproduce the same ET spectra

predicted by Alpgen MC for Z + jet events. This procedure provides a good

agreement of the distributions of the Neural Network tagger input variables

between calibration and Z + jet samples, as shown in �gure 6.3 for the num-

ber of selected tracks in the event. A full calibration is performed with the

re-weighted samples to extract a set of correction functions suitable for the

Z + jet sample.

The accuracy of the extrapolation of the calibration samples depends on

the knowledge of the ET distribution of the b, c and light components of the

Z + jet sample. In particular the ET distributions of Z + b and Z + c events

have not been measured yet, and can only be extracted from MC simulation.

This indetermination on the ET distribution of Z + hf events introduces a

systematic uncertainty on the determination of the correction functions. The

evaluation of this e�ect is described in section 6.4.2.

The extracted correction functions are summarized in table 6.3 and in �gure



126 Heavy Flavour fraction measurement

Figure 6.3: Data-MC comparison of the normalized distributions of the num-

ber of selected tracks in the event for calibration di− jet sample JET20 (upper
panel), JET50 (central panel) and JET20+JET50 re-weighted to the ET distri-

bution predicted by Alpgen simulation for Z + jet events (lower panel).
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q pq
0 pq

1

b 1.061± 0.014 −0.176± 0.041

c 1.174± 0.011 1.084± 0.067

light 1.2678± 0.0014 0.6844± 0.0035

Table 6.3: Correction function parameters obtained by the calibration for the

Z+jet sample. Linear correction functions are assumed: φjk = p0,j + p1,j · xk.

6.4 is reported how the Z + jet Alpgen MC templates are modi�ed by the

calibration procedure.

6.2 Heavy Flavour fraction �t

The selection of events with a reconstructed Z → e+e− or Z → µ+µ− in

the [66, 116] GeV/c2mass window, and at least one jet with ET > 20 GeVand

|η| < 1.5 produces a sample of 19045 events. Among them 13599 have a Neu-

ral Network output de�ned for the leading jet. The jet �avour composition

of this sample is determined by a binned Likelihood �t analogous to the one

described in section A, modi�ed to take into account the physics and instru-

mental background. The inputs to the �tting procedure are Neural Network

output distribution of data, the three templates (corrected as described in sec-

tion 6.1.3), and the Neural Network output distribution for the background.

The Negative Log Likelihood is then minimized keeping the background frac-

tion constant. The result of the �t is reported in table 6.4.

In �gure 6.5 the Neural Network output distribution for data is compared

with the analogous distribution for MC, obtained adding the background spec-

tra and the templates scaled according to measured fractions.

In order to check that the �tting procedure used is suitable to measure

such small fractions a toyMC simulation is performed. Pseudo-data samples

are built from the Alpgen templates, corrected for the Neural Network tag-

ger calibration, according to the measured fractions and to the data yield.

In �gure 6.7 are reported the distribution of the measured fractions and the
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Figure 6.4: Neural Network output distribution of b (upper panel), c (central

panel) and light (lower panel) jets, modi�ed by the corresponding correction

functions, with the original MC simulation superimposed.
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Figure 6.5: Neural Network output distribution for data compared with MC.

The MC signal distribution is obtained scaling the corrected templates accord-

ing to measured fractions.

corresponding errors.

The toyMC study shows that with the current statistics and the current

performances of the Neural Network tagger an unbiased �t of the b fraction

is achieved. With the present statistics the �t returns on average the correct

value of the b fraction irrespective of the true value of the b and c fractions

Fraction Fit Alpgen prediction

b 0.0192± 0.0042 0.0115

c 0.0099± 0.0090 0.0188

light 0.9709± 0.0058 0.9697

χ2/dof 87.7/80 89.1/80

Table 6.4: Result of the �t to data. Fitted fractions are reported with their

statistical error.
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correlation value

ρ(fb, fc) -0.852

ρ(fb, flight) 0.587

ρ(fc, flight) -0.924

Table 6.5: Correlation coe�cients of the �tted fractions.

in a wide range of the possible fractions combinations, as shown in �gure 6.6.

In addition the MINUIT estimate of the statistical uncertainty is correct since

the pull distribution for the b fraction �t parameter has unit width, as shown

in �gure 6.7 upper left panel. On the other hand the same study shows that

the c fraction parameter has a bigger statistical uncertainty, due to the lower

separation power of the tagger. For this reason, and for the low c fraction

determined from the �t on the data, in a 14% fraction of the generated pseudo-

experiments the �t fails since the c fraction parameter hits the physical bound

fc ≥ 0. As shown in �gure 6.7 center panel, it's reasonable to assume that

when the �t does not fail it behaves correctly giving an unbiased estimate of the

c fraction as well with uncertainty close to be gaussian. The measurement of

the c fraction is however still only marginally signi�cant and further tests and

a dedicated analysis is required to give an estimate of the allowed interval at

68% CL with correct statistical properties for the c fraction or, in alternative,

to give an upper limit for the c jet production cross section. This item is

left to a future revision of the present analysis while full results for the b jet

production cross section and an estimate of the systematic uncertainties for

both the b jet and c jet cross section ratios are quoted in the present work.

The mass range of the Z boson in the Alpgen samples used to build the

templates (Z+bb̄, Z+cc̄, Z+p) is [75, 105] GeV/c2, while in the data samples the

Z bosons are selected in the wider mass range [66, 116] GeV/c2. To check that

the disagreement in the Z mass range does not a�ect the measured fractions,

the MC templates are splitted in central (Z mass in the [85, 95] GeV/c2range)

and not-central (Z mass outside the [85, 95] GeV/c2range), and the full �t

procedure is repeated with the two categories of templates. The fractions
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Figure 6.6: Fractions measured for b and c component by the binned Likelihood

�t as a function of the true fc. The estimate is performed through a toy MC

simulation of 1000 pseudo-experiments for each con�guration. The c fraction

is varied from 0.001 to 0.05, while the b fraction is kept constant.

measured with the central and not-central templates agree with the result

obtained with the combined templates within 10% of the statistical error for

the b fraction, and within 50% of the statistical error for the c fraction.

6.3 Measurement of the cross section

The e�ciencies of all the selections applied to the triggered data sample in

order to extract Z + jet events suitable for the fraction �t procedure, are in

principle �avour dependent. This implies that the �avour composition of the

�tted events di�ers from the �avour composition of the leading jet produced

in association with a Z boson in the pp̄ interactions. A series of corrections is

applied to the measured fractions to calculate the production cross section of

b leading jet in association with a Z boson.
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Figure 6.7: Toy MC simulation of the binned Likelihood �t procedure per-

formed with the measured fractions as input values. For each fraction are

reported the pull, fraction and fraction error distribution. The distributions

are reported for b (upper panel), c (central panel) and light (lower panel)

fractions.

6.3.1 Identi�cation e�ciency correction

A dependence of the identi�cation e�ciency on the jet �avour modi�es the

fractions of Heavy Flavours in the identi�able sample, respect to the selected

sample. In fact, for a given �avour q :

Nm
q = Tq ·Nq (6.1)

where Nm
q is the number of events with a identi�able leading jet from q �avour,

Nq is the number of selected events with a leading jet from q �avour, and Tq is

the identi�cation e�ciency for q− jets, evaluated on MC samples. Expressing

the number of events in terms of fractions:

fm
q ·Nm = Tq(fq ·N) (6.2)
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Tq fm
q CT

q fq

b− jets 0.845 0.0192 0.890 0.0171

c− jets 0.809 0.0099 0.930 0.0092

light− jets 0.750 0.9709 1.003 0.9737

Table 6.6: Values of identi�cation e�ciency and correction factors, divided by

jet �avour.

where fq is the value of the fraction of selected q− jets, fm
q is the �tted value

for the fraction of identi�able q−jets, N is the total number of selected events,

and Nm is the total number of selected events with a identi�able leading jet.

The 6.2 can be rewritten as

fq ·N = Nm ·
fm

q

Tq

(6.3)

Summing over the fractions:

N = Nm · (f
m
b

Tb

+
fm

c

Tc

+
fm

l

Tl

) (6.4)

Combining the 6.3 with 6.4 it is possible to extract a correction factor (CT
q )

to correct back the �tted fractions to the selection level as:

fq = CT
q · fm

q =

1
Tq

fm
b

Tb
+ fm

c

Tc
+

fm
l

Tl

· fm
q (6.5)

In table 6.6 the values of identi�cation e�ciency and correction factors are

reported as a function of the jet �avour.

6.3.2 Detector unfolding

The detector response to b and c jets may di�er respect to light jets in

energy and rapidity resolution, energy scale and reconstruction e�ciency. To

measure the ratio of the cross sections for the production of events Z+b jet and

Z + jet, with the leading jet in the acceptance region ET > 20GeV , |η| < 1.5,

the fractions evaluated by the �t to the Neural Network tagger spectra need
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to be corrected back to the particle level, removing the detector e�ects. To

this purpose the MC simulation is exploited:

σ(Z + b jet)

σ(Z + jet)
=
NZ+b jet

NZ+jet

· εsel(Z + jet)

εsel(Z + b jet)
· εj(Z + jet)

εj(Z + b jet)
(6.6)

with
NZ+b jet

NZ+jet

= fm
b · CT

b (6.7)

where fm
b is the �tted b fraction and CT

b is the identi�cation e�ciency cor-

rection factor de�ned in section 6.3.1. The selection e�ciencies are de�ned as

follows:

εsel(Z + jet) =
Nrec(Z + jet)

Ngen(Z + jet)
(6.8)

εsel(Z + b jet) =
Nrec(Z + b jet)

Ngen(Z + b jet)
(6.9)

where Ngen(Z + (b) jet) and Nrec(Z + (b) jet) are respectively the number of

events generated and reconstructed with at least one (b) jet in the acceptance.

The jet reconstruction e�ciencies are de�ned as follows:

εj(Z + jet) =
Ncalo(Z + jet)

Npart(Z + jet)
(6.10)

εj(Z + b jet) =
Ncalo(Z + b jet)

Npart(Z + b jet)
(6.11)

where Ncalo(Z+(b) jet) and Npart(Z+(b) jet) are the number of reconstructed

events with at least one (b) jet in the acceptance respectively at calorimeter

and at particle level.

Furthermore the �tted fractions allow to evaluate the ratio of the cross

sections for the production of events Z + b jet and Z:

σ(Z + b jet)

σ(Z)
=
NZ+b jet

NZ

· εsel(Z)

εsel(Z + b jet)
· 1

εj(Z + b jet)
(6.12)

with
NZ+b jet

NZ

=
NZ+b jet

NZ+jet

· NZ+jet

NZ

= fm
b · CT

b ·
NZ+jet

NZ

(6.13)

where NZ is the number of selected events with a Z boson in the acceptance,

and NZ is the number of selected events with a Z boson and at least one jet

in the acceptance.
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Z + b jet Z + c jet Z + jet

εsel 0.259 0.258 0.261

εj 0.849 0.943 0.998

Table 6.7: Selection and jet reconstruction e�ciencies.

The selection e�ciency for events with a Z boson is de�ned as follows:

εsel(Z) =
Nrec(Z)

Ngen(Z)
(6.14)

where Ngen(Z) and Nrec(Z) are respectively the number of events generated

and reconstructed with at least one Z boson. The selection e�ciency for events

with a Z boson is evaluated to be 0.321.

The values of the selection and jet reconstruction e�ciencies involved in

these unfolding calculations are summarized in the table 6.7.

6.3.3 Results

Applying the correction described in 6.3.1 and 6.3.2 the following value is

obtained for the ratio of the cross sections for the production of events Z+b jet

and Z + jet, with the leading jet in the acceptance region ET > 20GeV ,

|η| < 1.5:
σ(Z + b jet)

σ(Z + jet)
= 0.0202± 0.0044(stat.) (6.15)

and for the ratio of the cross sections for the production of events Z + b jet

and Z, with the leading jet in the acceptance region ET > 20GeV , |η| < 1.5:

σ(Z + b jet)

σ(Z)
= 0.00224± 0.00049(stat.) (6.16)

In the evaluated ratios of cross sections the e�ciencies and systematic un-

certainties related to lepton selection cancel exactly. The production cross

section σ(Z + b jet) for events with a Z boson produced in association with at

least one jet, and with the leading jet being a b − jet can be calculated mul-

tiplying the ratio in 6.16 with the production cross section of Z events σ′(Z)
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(measured or theoretically calculated):

σ(Z + b jet) =
σ(Z + b jet)

σ(Z)
· σ′(Z) (6.17)

Using the CDF measurement of Z cross section [5], de�ned to include the

leptonic branching fraction

σmeas(Z,Z → l+l−) = 254.9± 3.3(stat.)± 4.6(sys.)± 15.2(lum.) (6.18)

the measured cross section for the production of Z boson and at least one jet

in pp̄ collisions at
√

(s) = 1.96 TeV, with the Z decaying in lepton pair and a

b leading jet is:

σ(Z + b jet, Z → l+l−) = 0.57± 0.12(stat.)pb (6.19)

6.4 Systematic uncertainties

The sources of systematic uncertainties relevant for the �tting and unfold-

ing procedure can be grouped in six categories: jet energy scale, correction

functions uncertainties, templates selection, background normalization, iden-

ti�cation e�ciency and unfolding. For every considered systematic e�ect the

measurement is evaluated by the same procedure described in sections 6.2 and

6.3, and the systematic uncertainty has been quoted as the variation range of

the measured parameters.

The indetermination on the shape of the jet ET spectra has an impact on

the template shape, on the uncertainty of the correction functions, and also on

the jet unfolding correction. In �gure 6.8 is presented the ET distribution of

the identi�able leading jet in events with a reconstructed Z boson, compared

with the corresponding Alpgen MC prediction. Data and MC simulation show

a good agreement except for small values of the leading jet ET , where non-

perturbative e�ects are more relevant. In �gure 6.9 is reported the distribution

of the data/MC ratio of the ET distributions for identi�able leading jets. A

�t to the ratio distribution has been performed with both a constant function
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Figure 6.8: ET distribution of identi�able leading jet in events with a recon-

structed Z boson.
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Figure 6.9: Data/MC ratio of the ET distributions for identi�able leading jet

in events with a reconstructed Z boson. The Alpgen MC simulation under-

estimates the data distribution in the [20, 40] GeVrange. The superimposed

functions are the results of �t with a constant and an exponential function

respectively. (Note the di�erent ET range respect to �gure 6.8.)
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(corresponding to a perfect knowledge of the ET distribution) and an expo-

nential function. The variation between these two functions has been adopted

as indetermination on the ET distribution, and so to evaluate the related sys-

tematic uncertainties, the events have been accordingly re-weighted.

6.4.1 Jet energy scale

The indetermination on jet energy scale (�JES�) has an impact on the

number of selected events both in data and in MC. In fact a modi�cation of

the correction factors for the jet energy implies a migration of events through

the selection threshold, with a resulting change in the data spectra and in MC

templates. This indetermination does not a�ect the Neural Network tagger

output for a given event, because the algorithm uses the uncorrected value of

the transverse energy information.

To evaluate the impact of the jet energy scale uncertainty, the jet energy

correction factors are varied of ±1σ, according to the procedure explained in

[29], and the measurement has been repeated. The selected data sample have

then been �tted with the modi�ed templates for both signal and background.

6.4.2 Correction function uncertainties

The uncertainty related to the calibration procedure can be divided in

three categories: the indetermination related to the statistics of the calibration

samples, the one due to the selection of the enriched di-jet samples and the one

due to the indetermination of the ET distribution of the calibration samples.

Given the structure of the calibration procedure of the Neural Network

templates, the three correction function extracted are correlated. In section 4.4

a toy MCmethod to produce triplets of correction functions properly correlated

has been described. A set of ∼ 1000 triplets of correction functions has been

applied to standard templates, repeating the fraction �t to data spectra every

time. The RMS of the distribution of the measured fractions has been taken as

systematic uncertainty due to the indetermination of the correction functions.
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Figure 6.10: Comparison of the b, c and light − jet ET spectra predicted by

the Alpgen MC for Z + jets events.

To evaluate the systematic uncertainty due to the de�nition of the calibra-

tion samples, the B and C enriched samples have been altered changing the

value of the cut in LBLnn from 0.6 to 0.5 and 0.7. Full calibrations have been

performed with both the modi�ed samples, and the corresponding triplets of

extracted correction functions have been applied to the fraction �t on data.

The indetermination on the ET distribution a�ects also the correction func-

tions because of the re-weight procedure of the calibration samples described

in section 6.1.3. In particular the b − jet and c − jet ET distributions, can

not be extracted from data sample, and the re-weight procedure for the Heavy

Flavour components relies only on the MC prediction. The comparison of the

ET distributions predicted by Alpgen for b, c and light − jets is reported in

�gure 6.10. To evaluate the systematic uncertainty related to the indetermi-

nation of the b− jet and c− jet ET distributions, a complete set of correction

functions is determined re-weighting all the calibration samples to the ET dis-
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tribution predicted by Alpgen for Z + light− jet events. The variation range

of the measured fractions obtained substituting this set of correction functions

to the nominal one, is taken as systematic uncertainty.

6.4.3 Uncertainty on templates

Possible di�erences in ET distribution between data and MC simulation are

accounted for re-weighting the MC distributions with the exponential function

described in section 6.4.2.

Furthermore, since it is not a priori known whether the jets contain one or

two heavy quarks, a systematic uncertainty is estimated varying in the b and

c templates respectively the fraction of double b and double c events from 0 to

3 times the value predicted by the Alpgen MC, as shown in �gure 6.11.

6.4.4 Background normalization

The uncertainty on the normalization of the background due to fake elec-

trons is estimated to be ±50%, as described in section 5.2.5. The same uncer-

tainty has been applied to the fake muon background, due the little statistic

of this kind of events.

The uncertainties on the normalization of the backgrounds due to di-boson

and tt̄ are estimated to be ±20%. These uncertainties include the NLO cross

section uncertainty estimated by varying the factorization scale by a factor

two ([28]), the cross section uncertainty due to the uncertainty on the top

quark mass, experimental uncertainties (e.g. the lepton identi�cation and b

jet tagging e�ciencies), and the uncertainty on the identi�cation e�ciency

scale factor.

In the quoted systematic uncertainties is included also a 6% uncertainty on

the mesurement of the integrated luminosity [5].



6.4 Systematic uncertainties 141

Neural Network output
-1 -0.5 0 0.5 1

E
n

tr
ie

s

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04
standard b template

bno b

 x3bb

Neural Network output
-1 -0.5 0 0.5 1

E
n

tr
ie

s

0

0.005

0.01

0.015

0.02

0.025

0.03
standard c template

cno c

 x3cc

Figure 6.11: Comparison of the b (upper panel) and c (lower panel) templates

when the fraction of double b and double c events, respectively, is varied from

0 to 3 times the value predicted by the Alpgen MC.
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Systematic uncertainty Z + b jet [%] Z + c jet [%] Z + light jet [%]

JES 1.6 4.5 0.02

cf uncertainty 10 27 0.8

cf enriching 5.5 19 0.22

cf ET re-weight 3.9 16 0.1

b/bb̄ , c/cc̄ 10 30 0.1

ET re-weight 0.8 1.0 0.03

Fake 2.4 2.5 0.015

Top 0.8 0.5 0.005

Di-Boson - 1.0 0.01

Identi�cation e�ciency 1.8 2.2 0.05

Jet unfolding 0.2 0.01 -

Total 16 48 0.86

Table 6.8: Summary of the relative systematics uncertainties.

6.4.5 Identi�cation e�ciency uncertainty

The identi�cation e�ciency correction, relies on the independence of the

identi�cation e�ciency scale factor from the jet �avour. To account for pos-

sible deviations from this hypothesis, an uncertainty equal to ±2% for the

identi�cation e�ciency is considered independently for each �avour, and the

maximum variation range for each �tted fraction is assumed as systematic

uncertainty.

6.4.6 Jet unfolding uncertainty

The impact of the ET uncertainty on the jet reconstruction e�ciencies

is evaluated applying the ET re-weight described in section 6.4 to the MC

distributions both at calorimeter and at particle level. The variation range of

the unfolding ratios is then assumed as systematic uncertainty.
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CDF data NLO prediction Alpgen prediction
σ(Z+b jet)
σ(Z+jet)

0.0202± 0.0044± 0.0032 0.017 0.0121
σ(Z+b jet)

σ(Z)
0.00224± 0.00049± 0.00036 0.0021 0.0013

σ(Z + b jet) 0.57± 0.12± 0.09 pb 0.54 pb 0.34 pb

Table 6.9: Measured cross section and ratio of cross sections for Z + b jet

events, compared with NLO and Alpgen prediction. The cross section value

predicted by Alpgen is calculated with the same ratio technique used for data.

The NLO prediction is evaluated by a MCFM ([13], [14], [15]) simulation. The

measured values are reported with their statistical and systematic errors.

6.4.7 Summary of systematic uncertainties

In table 6.8 all the systematic uncertainties evaluated for this measurement

are summarized. The most relevant systematic uncertainties for the Z + b jet

fraction are the Neural Network shape calibration uncertainty and the inde-

termination on the content of double b and double c in the leading jet.

6.5 Results and future perspectives

Including the systematic uncertainties, the measured value for the ratio of

the cross sections for the production of events Z + b jet and Z + jet, with the

leading jet in the acceptance region ET > 20GeV , |η| < 1.5 is:

σ(Z + b jet)

σ(Z + jet)
= 0.0202± 0.0044(stat.)± 0.0032(sys.) (6.20)

and the measured value for the production cross section for the associated

production of a Z boson and at least one jet, with the leading jet being a

b− jet is:

σ(Z + b jet, Z → l+l−) = 0.57± 0.12(stat.)± 0.09(sys.)pb (6.21)

In table 6.9 the measured cross section is compared with corresponding MC

predictions. The NLO calculation is performed by the MCFM ([13], [14], [15])

program, and is not corrected for underlying event and hadronization.
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The technique presented in the previous sections provides a measurement of

the production of Z+b events with a 20% statistical error and a 16% systematic

error. The increasing statistics delivered by Tevatron will make possible a

signi�cant reduction of both the statistical and systematic uncertainties on

the measurement. In fact an increased statistics can be widely exploited also

to reduce the uncertainty on the Neural Network tagger calibration, that is

one of the main contributions to the systematic error. The other main source

of systematic error is the uncertainty on double − b and double − c content

in identi�able jets. This uncertainty can be signi�cantly reduced by speci�c

studies on the double Heavy Flavour fraction of identi�able jets. In this context

also the �nalization of the development of the �ve-component tagger, with its

corresponding calibration, will be particularly useful.

Increasing the statistics (with the consequent reduction of the Neural Net-

work tagger calibration uncertainty) and improving the �tting procedure used,

it will be possible to provide also a measurement of the production cross section

of Z + c− jets events.

Furthermore an increased statistics will make accessible the measurement

of di�erential distributions of the leading jet in Z+HF − jets events, and the

measurement of the Heavy Flavour content in events of associated production

of a Z boson and two or more jets.

The presented technique is quite general and could be easily adapted to

similar high-PT analysis, like W + b.

The information provided by the Z + b measurement is a decisive element

in the search of the Higgs boson in the mass range accessible to Tevatron.

Moreover the Z+ b and Z+ c production cross sections can provide important

information for the parton pdf �t.



Appendix A

Fraction �ts

The fraction and correction function �ts are based on the minimization per-

formed by Minuit of the following Negative Log Likelyhood function obtained

assuming Poisson distribution of the bin content:

− lnL = −
n∑

k=1

[
dk ln

( M∑
j=1

fjφjk
tjk
Nj

)]
(A.1)

where n is the bins number, M is the number of �avors, dk is the content of

the k-th bin of the spectra to be �tted, fj is the fraction of the j-th �avor

component, tjk is the content of the k-th bin in the j-th MC template and Nj

is the total number of entries in the j-th MC template.

The weight φjk of the j-th �avor component in the k-th bin is obtained

evaluating the correction function in the bin center (xk).

Corrected templates are constrained to conserve their integral through the

iterations and then to be equal to initial integral:

N∑
k=0

φjktjk =
N∑

k=0

tjk (A.2)

This constraint is implemented in the Likeliood minimization.

In the present analysis the functional form of the correction functions is

assumed to be linear

φjk = p0,j + p1,j · xk (A.3)

even if the �t procedure can be applied to a wider range of functions. As
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Figure A.1: Mapping scheme used in the three-component fraction �t: the cyan

square region in the left panel corresponds to the triangular region, allowed

for the idipendent fractions, shown in the right panel.

a consequence in each template all the weights depend only on one parame-

ter. In the correction function �t, fractions are �xed and p0,j is the only free

parameter.

In the fraction �t the correction functions (the weights) are �xed, the con-

straint fb + fc + fl = 1 and the following mapping scheme, over the last

constraint, is implemented:

fb = q0 (A.4)

fc = (1− q0) · q1 (A.5)

fl = (1− q0) · (1− q1) (A.6)

where bounding q0 and q1 in [0, 1] corresponds in bounding values for the

fractions in the allowed physical region, as shown in �gure A.1.
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